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Preparing Law Enforcement  
for the Digital Age –  
editor’s reflection 

Detlef Nogala
CEPOL

The work of the police and other law enforcement 
agencies is rarely viewed through the lens of ages, 
where an age is understood to be a distinct period 
in history characterised by particular circumstances 
or events. There are various ways of dividing human 
history into ‘ages’, and one of the more familiar is to 
refer to the characteristic material used to make tools 
or weapons at the time, such as the Stone, Bronze and 
Iron Ages. Fast forward to modern history, and the 
defining forces of production come to mind, such as 
the ‘steam age’, the ‘oil age’ or the ‘nuclear age’. In this 
sense, the 21st century has certainly seen the full arrival 
of what is called ‘the digital age’1.

The rapid spread of electronic computers and glo-
balised information networks over the last seventy 
years are certainly main ingredients of this particular 
period, which in turn has had a significant impact on 
the way policing and law enforcement is conducted, 
when we look at communications, access to numerous 
databases and digital devices such as video cameras, 
fingerprint or automatic number plate readers, body-

1 The curious thing about the descriptive periodisation into ages is 
that there are no really strictly consecutive time periods, but that 
they merge into each other with short or long transition periods. 
If one wanted to describe the development of human civilisa-
tion over large periods of time by its dominant communication 
structure, the periodisation by Albert D’Haenens (1983) in ‘orality, 
scribality, electronality’ is perhaps the most comprehensive.

worn cameras, drones, gunshot detection systems (see 
Nogala 1995, Egbert & Leese 2020).

The distinct characteristics of the digital age affect law 
enforcement organisations no less than any other func-
tional system in society, as it defines, shapes, enhances 
and constraints their operations in their environment 
to a large extent.

About the digital in the Digital Age 
In order to approach the digital age conceptually, it is 
expedient to consider not only its effects, but above all 
with its basic prerequisites: what is the essential quality 
of ‘the digital’ – is it a tool, a weapon, a force of pro-
duction?

The first thing to note is the essential distinction be-
tween the terms digitisation and digitalisation, which 
are sometimes used interchangeably but denote sep-
arate processes.

digitisation digitalisation

Process of transforming infor-
mation from a physical format 
to a digital version (sound, 
picture, texts, movement)

Using digital data to change or 
improve processes of percep-
tion, communication, working 
and interaction.

According to Brennen & Kreiss (2014) digitisation can 
be defined “…as the material process of converting 
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individual analogue streams of information into digital 
bits.” In other words, we have to think of a mere act 
of technical transformation to achieve a very similar 
effect. An illustrative example is recording music as 
acoustical signal on vinyl (analogue) or Compact Disc 
(digital). 

In contrast, digitalisation “… has come to refer to the 
structuring of many and diverse domains of social life 
around digital communication and media infrastruc-
tures” (ibid.) and is indispensably anchored in the rise 
and development of networked computer technology 
in relevant core areas of society such as production, ed-
ucation or entertainment. 

Both terms have been widely used in conjunction with 
the progressive computerisation of all areas of society 
in advanced societies since the last third of the twenti-
eth century, and “digitalisation” has become a winged 
word in the political and public debate of our time.

However, since digitisation is a necessary precursor 
and therefore a necessary condition for the more con-
sequential progression of digitalisation in different ar-
eas of society, it is worth taking a closer look at digiti-
sation and its development, which goes back a long 
way in history and is surprisingly closely linked to the 
physicality of Homo sapiens. 

Fingering the digital

First, there is Benjamin Peters (2016), who is not quite 
happy with the “…conventional sense — in which dig-
ital is synonymous with discrete electronic computing 
techniques” and leads us in his enlightening essay back 
to the Latin origin of the term digit – which literally 
means ‘index finger’. His point is to emphasise the cru-
cial role of the index finger as part of the human body 
in the evolution of the digital realm: 

“Ever since we evolved extensor digitorum muscles, ours 
has literally been what media theorist (…) calls a ‘digital 
condition’: digital media do what fingers do (p. 94). (…) The 
work of digital media can be said to rest at our fingertips. 
The work of digital computing is similar to counting on our 
fingers: we think counting is abstract and without obvious 
real-world unit, and yet counting takes place on the very 
handy extensions of ourselves — digits, media, and their 
combination — that permit our bodies to interact with and 
to manipulate a material world. The human species has 
always already been born digital: building tools that count, 
index, and manipulate the world is almost unique to the an-

thropoid species — those higher primates with digital tools 
built right into their hands” (Peters 2016, p. 104). 

This unusual approach has something to it in that 
children develop their first counting skills using their 
own fingers. Counting together with the help of the 
fingers is one thing, but in an anthropological sense, 
pointing and indicating with one’s index finger seems 
to be more important and momentous for the human 
race. Every index begins with pointing, indicating and 
counting – and computing is just another word for a 
lot of complex counting. With this in mind, Peters is 
able to reveal the almost ironic connection between 
our primitive-looking physical tool, the index finger, 
and our hypermodern number-crunching machines: 

“All these media, among many others, are digital in the 
simple sense that humans interface with them digitally, 
or with our fingers via manual manipulation and push 
buttons. Fingers and digital media alike flip, handle, leave 
prints, press, scan, sign, type. The touchscreens we pet 
and caress today continue the age-old work of counting, 
pointing out, and manipulating the literate lines animat-
ing every modern media age, including our own. Digital 
media, such as these, point and refer to real-world objects 
outside of themselves, and this transducing from the sym-
bolic to the real limits both the computing and the index-
ing power of digital media” (Peters 2016, p. 98). 

Without wanting to go deeper into a discussion of se-
miotics here2, Peter’s reflections are instructive in order 
to underline the difference in principle between the 
virtual and the real on the one hand, but also to un-
derstand the anthropological link between analogue 
corporeality and digital representation on the other.

To be or not to be – the value of zero

Who would have thought that the line “to be or not 
to be”, famously uttered first around 1600 by the title 
character Hamlet in Shakespeare’s play, held a hidden 
key to understanding the rise of the contemporary dig-

2 Fundamental to Peters’ explanations is obviously the sign theory 
of Charles Sander Peirce, pragmatist and one of the founders 
of semiotics, who distinguished between three basic types of 
signs: „ (…) the icon, which like a portrait resembles the thing 
it points to; the symbol, which, like the word couch, means a 
place to sit only because convention has taught us to recognize 
the arbitrary name as meaningful (or as Shakespeare put it, “a 
rose by any other name would smell as sweet”); and the index, 
which has a natural connection to the thing it points to but it 
not that thing itself, such as how a symptom points to a disease 
while not being the disease, or an anthill points to ants without 
resembling ants” (Peters 2016, p. 98). 
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ital age? Not to be equals nothing, and giving nothing 
a number turned out to be a big challenge for early 
European thinkers (see Kaplan 2000; Seife 2000). 

The first traces of the idea of 0 go back thousands 
of years to Mesopotamia and ancient Egypt, and the 
Mayans independently invented it around the time 
of Christ. The Mayans independently invented it. The 
number zero in its modern form was later developed 
in India in the middle of the fifth century, spread to 
Cambodia at the end of the seventh century, to China 
and further on to the Islamic countries at the end of 
the eighth century. Surprisingly, the great Greek phi-
losophers and mathematicians, contrary to their other 
ingenuity, did not care much for the zero, and a certain 
rejection probably continued into the early Christian 
phase in the West (Joseph 2008).

It took a long time, until the early 13th century, for the 
number 0 to gain a foothold in Europe, thanks to Leon-
ardo Fibonacci, who, as the young son of a merchant 
from Pisa, had travelled to the shores of North Africa 
and the Middle East and had been introduced to Indi-
an-Arabic mathematics by local Muslim masters. Back 
in Europe, he wrote his Liber abaci (1202; ‘Book of the 
Abacus’), which became the first work to introduce In-
dian and Arabic numerals to Europe – the number zero 
finally had come to stay. 

It took more than another four centuries before zero 
became firmly established in Europe and some great 
minds of the Enlightenment were able to come up 
with new, ground-breaking mathematical ideas. In-
spired by the time-honoured Chinese I Ching system, 
scholars in Europe in the 17th century dabbled in new, 
more efficient number systems. Regardless of who is 
ultimately to be considered the true intellectual orig-
inator, the publication of the article “Explication de 
l’Arithmétique Binaire,” by the German philosopher 
and mathematician Wolfgang Friedrich Leibniz in 1703 
can be considered the first successful roll-out of the 
modern-day binary number system3.

3 As historical research has shown in many cases, it is rarely the 
lone but towering geniuses who suddenly come up with fun-
damental innovations. Often it is much more the case that an 
outstanding idea owes its existence to a preceding professional 
and scientific exchange with other researchers and intellectual 
minds - see Robert Merton’s (1965/1993) treatment of Isaac 
Newton’s famous remark about standing „on the shoulder of 
giants“. 
In the case of the development of the binary number system 
we know today, Englishman Thomas Harriot and Spaniard Juan 
Caramuel de Lobkowitz appear no less worthy of due credit 
(Ares et al. 2018). 

Leibniz’s system made it possible to represent any in-
teger, both positive and negative, simply by using the 
digits 0 and 1. Any number in the decimal system could 
be converted into a corresponding binary number by 
breaking it down into powers of two, which he argued 
would make calculations faster and more efficient.

Today we are well aware that computers and other 
electronic devices use the binary number system be-
cause their electronics can only distinguish between 
two states: “off” or “on”, which are represented by the 
digits “0” and “1”.

Digitisation – Computerisation – 
Digitalisation

With reference to the timeline of the most important 
stages of digitisation (Figure 1), we should also realise 
how long it took – at least eight centuries from a Euro-
pean viewpoint – to set up the technical digital infra-
structure to which we are accustomed today and on 
which the process of digitalisation of the global society 
is based. It took a long line-up of mathematicians, phi-
losophers, inventors, research teams, entrepreneurial 
innovators and coders to prepare and realise the dig-
ital age.

It is important to remember that the digital age is at 
once a computer, information and network age in a glo-
balised context. Only the combination of technological 
discoveries and interventions with the hyperlinking of 
new production and business models on a global scale 
has led to the distinct realities of the present. The com-
puters we know today (based on digital technologies) 
are an intermediate product of a gradual sequence of 
technical inventions and improvements – essentially all 
digitisations. At the same time, as a complex and net-
worked machine tool capable of processing previously 
unimaginable amounts of data, they have provided the 
technical basis for profound changes in social practices 
and customs since they became massively available.

Initiated, as shown, by the long historical run-up to 
digitalisation, the actual period of digitalisation in the 
dawn of computerisation of production kicked-off in 
the 1970-80s, and then immensely changed the reality 
of life in particular in terms of commerce and informa-
tion exchange in the advanced industrial societies from 
around the turn of the millennium onwards. Scholars 
such as Alvin Toffler (1970) and Manuel Castells (1996) 
have analysed and commented early on the impact 
that digital technology will have on the social fabric.
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Figure 1: Timeline of the most important stages of digitisation
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If the use, creation, distribution, manipulation and in-
tegration of information can be defined as the typical 
signifier of an information society, then a digital society 
would be one in which the appropriation and integra-
tion of advanced technologies into social and cultural 
processes are characteristic.

While the internet would be unthinkable without com-
puterisation and global network technology, as well as 
the digitalisations that underlie them, a look at the list 
of digital services that permeate our lives shows how 
far the digitalisation of social contexts has already pro-
gressed.

Table 1: Timeline of major digitalised services and products

Year of launch Network Services or Social Media4

1994 Amazon

1995 eBay

1997 Netflix, AOL Instant Messenger

1998 Google

2000 Unrestricted commercial use of GPS

2003 Skype, LinkedIn, MySpace

2004 Facebook, Flickr

2005 Youtube

2006 Twitter

2007 iPhone

2008 AirBnB

2010 Instagram

2012 Zoom, Tinder

2013 Slack

2017 TikTok

2022 ChatGPT

4 Services with the highest social impact in bold.

By 2022, it is estimated that 90% of all European house-
holds will have access to the internet, mostly via a 
broadband connection. The continent’s smartphone 
penetration rate among its 485 million inhabitants is 
around 78%, with a high of 97% in countries such as 
Sweden and the Netherlands. This means that the vast 
majority of the population has easy and instant access 
to a flood of information – welcome in the digitalised 
society!5

The nasty and troublesome side of 
digitalisation

There is no doubt that many routines of life have 

changed profoundly in the digital age, taking place in 
a new informational ecosystem with many benefits for 
the individual and society. For those who can afford 
access, digitalisation means a world that has become 

5 According to Katzenbach & Bächle (2019), algorithmic govern-
ance, platformisation, datafication, filter bubble and (diminish-
ing) privacy can be understood as the defining concepts of the 
digital society.

more connected and globalised, where individuals 
can find articles, videos and tutorials on almost about 
anything they want to learn and stay informed about 
the world around them. Visual communication is pos-
sible across continents in real-time and one can virtu-
ally visit remote and exotic places. However, the digital 
age also brings its own and specific problems: just as 
with the invention of the railway the railway accident 
was co-invented, so new types of misery, harm, and 
life disasters have entered the world: digital crimes6. 
‘Computer virus’, ‘cyberbullying’, ‘DDoS attacks’, ‘hack-
ers’, ‘malware’, ‘online fraud’, ‘ransomware’, ‘phishing’, 
‘spam’, ‘spoofing’, are the most familiar terms of digital 
unpleasantness that have either entered the dictionary 
of criminology or taken on a new meaning (see Marion 
& Twede 2020, including an instructive global chronol-
ogy). As is well known, there is not such a thing as a 

6 Digital crime and cybercrime are related but distinct concepts. 
Digital crime refers to any crime that is committed using digital 
technology, such as using a computer to commit fraud or theft. 
Cybercrime, on the other hand, refers specifically to criminal 
activities that target a computer or network for damage or 
infiltration.
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‘free lunch’ in life – in the digital age, novel threats and 
crime options in the form of digital and cybercrimes 
are the price to pay for its conveniences and benefits. 
However, society and its institutions are not helpless in 
the face of this negative side of digitalisation – the first 
responses were not long in coming. 

Policing and Law Enforcement in the 
Digital Age 
Tools and procedures have been needed to do the 
job since policing became organised and a profes-
sion. Handcuffs, batons, registers, telegraphs and tele-
phones may have been sufficient as basic equipment 
in the 19th century (SEASKATE INC. 1998; Deflem & 

Chicoine 2014). However, scientific discoveries in com-
bination with industrial-scale production soon opened 
up new possibilities for effectiveness. Berlin saw the 
first installed police radio system in 1920, but the first 
computer systems in police work for the purpose of 
data processing appeared only in the second half of 
the 20th century – USA (1965), Germany (1967) – and 
became effectively operational on a national scale only 
from the seventies onwards in the most developed 
countries (see Bergien 2017). At that time, the digital 
age with its information processing and analytical ca-
pabilities was already peeking around the corner, but 
the real potential of the computer revolution (and the 
equally rapid development of sensor technology) for 
policing unfolded in the decades that followed: 

Table 2: Major digital innovation in policing and law enforcement 

- 1974: First Automated Fingerprint Identification System (AFIS) created by the Federal Bureau of Investigation (FBI).  

- 1979: German Federal Criminal Police Office uses computer dragnet. 

- 1981: The first licence plate recognition system, invented a few years earlier, goes into operation in the UK. 

- 1994: New York Police Department introduces COMPSTAT, a real-time computerised crime mapping system. 

- 1995: England and Wales create the first national forensic DNA database 

- 1999: Authorities in Minnesota (US) incorporate facial recognition into a booking system that allows police, judges and court officials to 
track criminals across the state. 

- 2003: US police forces begin using GPS tracking to investigate crimes 

- 2005: Devon and Cornwall Police (UK) trial body-worn cameras 

- 2008: Los Angeles Police Department adopts predictive analytics software and is credited with inventing ‘predictive policing’ 

- 2014: US Immigration and Customs Enforcement contracts Palantir’s Gotham platform, an AI-enabled system that can ingest and sift 
through millions of digital records across multiple jurisdictions, discovering links and sharing data.  

What we can see from this brief chronology of inno-
vation is that individual police forces in the Western 
world have not been slow to embrace the potential of 
digital tools for law enforcement purposes. The need 
to adapt to the criminal underbelly of the digital age 
has set in motion a longstanding and ongoing pro-
cess of innovation in the police and other law enforce-
ment agencies, which in turn has a strong impact on 
their operational approach, actual effectiveness and 
overall impact within a conflictual societal context7. 
This is undoubtedly a very dynamic process, which 
is constantly creating new challenges and problems 
for trying to deal with criminal threats – whether they 
are traditional or digital in nature, and thus raises the 
question: how do you prepare members of the police 

7 Innovation was the dedicated theme of the CEPOL Research 
and Science Conference 2017 in Budapest - see Nogala & 
Schröder (2019) and various articles in Special Conference 
Edition No. 4.

and other law enforcement agencies for the rapidly 
changing technological situation?

Preparing Law Enforcement for the 
Digital Age: The Conference
Not least, the recent global pandemic crisis has high-
lighted the importance of digital tools, processes and in-
struments to our economies and daily lives, and how this 
has and will change and shape the challenges and op-
portunities for law enforcement in the coming decades.

For the CEPOL conference in Vilnius, which was organ-
ised once again in cooperation with Mykolas Romeris 
University8, contributions were called for that would 

8 In May 2021, the planned CEPOL Research and Science Confer-
ence could only be held in an online version and inevitably had 
the impact of the Corona crisis as its current topic (see Nogala 
et al. 2022). The originally planned conference was then to take 
place in December of the same year, but had to be postponed 
again, this time to June 2022, because of too high virus inci-
dences.
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address issues of education and training, inter-agency 
and cross-border cooperation, the emergence of arti-
ficial intelligence and public expectations with refer-
ence to the digital age. The Programme Committee 
finally accepted 75 of the diverse paper proposals sub-
mitted, which were presented over two and a half days 
in plenary and parallel sessions to a mixed audience of 
academic experts and law enforcement practitioners 
from across Europe and beyond. Most of the plenary 
sessions were broadcast live and can be viewed on the 
CEPOL website. All speakers were encouraged to sub-
mit a full paper of their presentation and this 6th Spe-
cial Conference Edition of the European Law Enforce-
ment Research Bulletin presents all the papers received 
by the editors in time.

The papers in this Edition
Plenary Presentations

The spirit and institutional context of the event is aptly 
introduced by the Opening Speech of CEPOL’s Execu-
tive Director, Ms Montserrat Marín López, and the vid-
eo-linked Opening Address of EU Commissioner for 
Home Affairs, Ms. Ylva Johansson. After an interruption 
of five years caused by various adverse circumstances, 
this was the first time that the young tradition of the 
CEPOL Research and Science Conferences, which goes 
back to 2003, could be continued again in the usual 
on-site format. Both speakers emphasised the role of 
the CEPOL for providing law enforcement training in 
the European context as well as the importance of a 
constructive dialogue between law enforcement prac-
titioners, trainers and researching scientists.

Under the heading “Policing in a Digital Age: Bal-
ance between community-based strategies and 
technological intelligence”, Luis Elias opens the 
round of papers in this volume and, with his theo-
retically guided reflections, immediately outlines the 
challenge of finding a pragmatic synthesis between 
technically effective police strategies and necessary 
citizen orientation. From a police practitioner’s point of 
view, he is concerned about the security trends in to-
day’s societies, which invest more in hard policing and 
technological policing and less in community-based 
strategies. Instead, looking to scientific research and 
innovation, he advocates a comprehensive approach 
between HUMINT and TECHINT to better understand 
the peculiarities of communities and to improve the 
relationship between the police and vulnerable com-

munities, as well as to prevent threats and risks to our 
collective security. 

Biometric identification and matching, automated 
surveillance capabilities, short-term situation predic-
tion, AI-assisted analysis of large amounts of data, and 
interoperability of large databases and platforms for 
data exchange and investigation are the applications 
that Matthias Leese looks at in his paper “Digital Data 
and Algorithms in Law Enforcement”. The author 
argues that these tools can help increase the effective-
ness and efficiency of law enforcement operations at 
the strategic, tactical and operational levels, but that 
they also raise a number of concerns that need to be 
recognised and addressed in order to realise their po-
tential and avoid unintended side-effects and societal 
frictions, such as data limitations, automation bias or 
social implications.

The Project “AP4AI: Accountability Principles for 
Artificial Intelligence in the Internal Security Do-
main” seems to be a direct response to some of the 
concerns raised in the debate: In a joint effort the au-
thors from Sheffield Hallam University (Babak Akhgar 
& Petra Saskia Bayerl) and Europol (Grégory Mounier, 
Ruth Linden & Ben Waites) address the challenge of 
how to harness the power of artificial intelligence (AI) 
and machine learning to improve the way investiga-
tors, prosecutors, judges or border guards carry out 
their mission to protect citizens and deliver justice, 
while ensuring and demonstrating true accountability 
to society for the use of AI. The approach adopted by 
the project is the expert-driven development of twelve 
core accountability principles (legality, universality, 
pluralism, etc.), which, once applied in the context of 
so-called AI Accountability Agreements, can support law 
enforcement practitioners in the deployment of any 
new AI application in the security domain, taking into 
account the position of citizens. However, such a pre-
ventive approach, in order to avoid possible damage 
to the trust and credibility of the authorities in the face 
of a sceptical public, requires a functioning legal policy 
setting, for which democratic societies may still have 
the best chances.

Maria Haberfeld’s contribution provides a revealing 
contrast to the organisational-strategic and legal-eth-
ical aspects presented so far, confronting us with the 
practical realities of “North American policing in the 
Digital Age”. The author believes that society might 
be already in the post-digital age, in which the digital 
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has become an everyday, almost unrecognisable fact 
of life, while many police departments begin to realise, 
that the “game started over a decade ago”. Using con-
crete empirical examples, the author illustrates how 
attitudes and preparation for the dangers and crime of 
the digital age vary according to the size and resources 
of police agencies in the US – there is awareness, but 
not always the implementation. Although policing in 
the US is currently facing a variety of serious non-digi-
tal problems (197 mass shootings in 2022, police use of 
deadly force in a racial context), the article concludes 
with some concrete recommendations for police prac-
titioners and agencies regarding digital challenges.

Learning, Training, Knowledge

When we talk about readiness and preparation, we 
need to think about learning, training and, ultimately, 
education, as these categories determine how much 
or how far the potential of a given set of opportuni-
ties can be exploited. Of course, this also applies to the 
possibility of digitalisation. A distinction must be made 
here between the demands on the organisation and 
the demands on the individual, in our case the police 
and law enforcement officers. Learning is a process 
that (so far) takes place primarily at the individual lev-
el: Problems in combination with information lead to 
insights which, supported and reinforced by practice 
and repetition, mature into (basic) skills. Most people 
have figured out more or less over time by themselves, 
how to operate a computer, a smartphone or how to 
‘google’. It is a little different with training: an organi-
sation or institution sets and prescribes a certain level 
of skill to be achieved. So how can the various police 
organisations and law enforcement agencies, which 
are themselves subject to an often gradual process of 
digitalisation, prepare their staff for the demands of 
practice in the digital age? Six articles in this issue are 
dealing specifically with this aspect. 

From an organisational-institutional perspective, Train-
ing Needs Assessment is the crucial keyword. Iulian Co-
man & Noemi Alexa, in their paper ‘EU Law Enforce-
ment Training Needs on Digital Skills and the Use 
of New Technologies’, detail how CEPOL, the Europe-
an Agency for Law Enforcement Training, seeks to iden-
tify at the European level the specific training needs 
of the respective national law enforcement agencies 
in the area of digital skills of their employees and how 
training programmes in cooperation with other insti-
tutions would need to be designed and implemented. 
The first-cycle report of the EU Strategic Training Needs 

Assessment (EU-STNA) revealed that “digital skills and 
use of new technologies” were considered the highest 
challenge in terms of capability gaps. In the follow-up 
Operational Training Needs Assessment, digital inves-
tigation, use of new technologies and digital forensics 
were the top three on the subsequent training agenda. 

Training needs assessment is also a concern in the 
paper by Michael Whelan & Ray Genoe entitled “Law 
Enforcement Agency Capacity Building as a Driver 
for the Adoption of European Research”, here in the 
context of the EU-funded INSPECTr-project, a venture 
aimed at the development of a shared intelligent plat-
form for gathering, analysing, prioritising and present-
ing key data to help in the prediction, detection and 
management of crime, including big data analytics, 
cognitive machine learning and blockchain approach-
es. It is a good example, how training for staff can be 
planned ahead for a technical platform, which is still 
under development. 

Planning ahead is certainly a good administrative idea, 
but what happens when “the practice” is reluctant or 
hesitant to adapt teaching and training methods to the 
demands of the digital age – and its younger cohorts 
of cadets and officers – as quickly as possible? This 
is the subject of Cedric Carre’s article on “The Chal-
lenges of E-Learning in the French Police Nation-
ale”. Highlighting the role of interactivity as a critical 
element of e-learning, the author describes how the 
COVID-pandemic proved to be a game changer in the 
field of e-learning for the French National Police and 
provides a useful list of challenges in the process for 
both trainers and trainees. 

But even the type of digital device can make a differ-
ence to the learning process. This, at least, is the conclu-
sion that can be drawn from the paper “The Influence 
of Digital Devices on Learning Interest, Engage-
ment and Academic Performance in Basic Police 
Training” authored by Micha Fuchs & Kristina Ott. 
They report on how the Bavarian police are taking an 
integrated approach to the digitalisation of their force, 
from training to operational practice, by equipping po-
lice trainees with convertibles and smartphones from 
the outset. However, a promising digitalisation already 
in the training phase required more than just the dis-
tribution of devices; it involved an appropriately set up 
learning platform, but also an adapted didactic con-
cept as well as the further qualification of the teachers. 
In an internal study, they wanted to figure out, how the 
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digital gadgets influence the actual learning of train-
ees: no big surprise that the new generation of police 
officers like digital devices and material. However, the 
authors have a few practical advices to share. 

Over the course of their careers, law enforcement of-
ficers, such as investigators, gain experience and knowl-
edge, an asset that any organisation wants to retain. 
‘Expert-systems’ have been on the agenda of IT-engi-
neers for a long time. Thinking ahead, Héctor López 
Carral & Paul FMJ Verschure present their concept 
of “An Assistive System for Transferring Domain 
Knowledge to Novice Officers” in the expectation 
that such a system will help to harvest the knowledge 
of experienced investigators more effectively. 

A more traditional approach is taken by Nicoleta Apolo-
zan & Andreea Jantea, who sought to identify the main 
risks and vulnerabilities faced by young students aged 
10-18 in the digital universe by interviewing police of-
ficers who investigate cybercrime in this age group. In 
their paper “Children on the Internet – Law Enforce-
ment Challenges”, they report on the variety of of-
fences encountered and the specific risks and vulnera-
bilities of underage victims identified by investigators. 
The results of their study were used as part of a wider 
project to train crime prevention officers in Romania.

Countering Crimes of the Digital

Three contributions take a closer look at specific forms 
of crime whose manifestation owes much to the in-
creasingly complex intertwining of capital and com-
modity flows across globally stretched networks.

Since the collapse of the Soviet empire and the global 
economy’s decision to go fully capitalist, the citizens 
of the world have been hit by a series of financial cri-
ses and major scandals: Banking crisis (2008), Silicon 
Six tax avoidance (2010-2019), Panama Papers (2016), 
Paradise Papers (2017), Wirecard (2020), FTX (2022). Fi-
nancial crime is usually not far from organised crime 
and the global interconnectedness of capital often has 
far-reaching negative impacts on broad sections of the 
population in the age of digital trade flows.

Not just for this reason, the contribution by Antonio Bo-
sisio & Maria Jofre “Investigating High-Risk Firms: A 
Machine Learning-based Approach to Cross-Bor-
der Ownership Data” deserves particular attention. 
Based on the observation that legitimate companies 
are often instrumentalised for money laundering and 

corruption, the EU-funded DATACROS project has 
been set up to try to shed light on opaque ownership 
relations of branched business conglomerates with 
the help of search algorithms. Complexity, secrecy and 
occasional unavailability of ownership data appear to 
be good indicators of the likelihood that companies 
are involved in illicit activities. The prototype aims in 
detecting anomalies in firm’s ownership structure that 
can flag high risk of illegality. Apart from revealing 
some interesting risk rankings for the EU states, the ar-
ticle also reports on the first successful test runs of the 
new digital tool for financial investigations. 

In a related area, though not at the same level of tech-
nical sophistication and maturity, the paper by Rufian 
Fernandes & Constante Orrios addresses the issue of 
“Open Source Intelligence and Cultural Proper-
ty Crimes” and points to freely available digital tools 
which could be useful for investigations of illegal traf-
ficking of antiquities on Internet platforms like Face-
book.

While most people have always had a solid imagina-
tion of smuggling with antiquities or cultural goods, 
Dimitrios Kafteranis‘ & Umut Turksen‘s paper „Art of 
Money Laundering with Non-Fungible Tokens: A 
myth or reality?“ highlights a phenomenon that only 
made headlines during the time of the pandemic and 
might not yet be familiar to everyone as subject to 
criminal suspicion. The article explains what NTFs are 
and how they are used for money laundering, hinting 
to gaps in law and training needs of law enforcement 
officers. 

Borders, Identity & Interoperability

In the age of hyper-fast and seemingly unrestrained 
global flows of finance and information, it is easy to 
overlook the fact that borders and thus border con-
trols still play a significant role – this is essentially about 
the verification of identities, as identity usually controls 
access to territories, resources and opportunities. On 
the other hand, national borders and jurisdictions still 
pose a hurdle to smooth cooperation between law en-
forcement agencies, even in a Europe that is growing 
together. Under the rubric of borders, identity and in-
teroperability, the following papers deal with new op-
portunities and possible departures of digital options. 
The reliable clarification of an unknown or doubtful 
identity has been a core element of every police activ-
ity from the beginning. As described above, digitalised 
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fingerprint systems, DNA databases and computer-as-
sisted facial recognition have been milestones in foren-
sic biometrics. This aspect is of particular importance 
in the control of identities at border crossings. 

The paper “Technology Foresight on Biometrics 
for the Future of Travel” by a team of authors from 
Frontex (Luigi Raffaele, Darek Saunders, Magda Wo-
jcikowska, Dragos Voicu, Claudiu Chiriac, Javier Que-
sada) provides in this regard a clear and illustrative 
view of the present and future of digital identity verifi-
cation techniques. They introduce the reader to a plau-
sible taxonomy of familiar and less familiar biometric 
technologies, distinguishing between biomolecular, 
morphological and behavioural types, and present, 
with the help of scenarios, which of the possible digital 
biometric technologies could probably be the most 
promising for the future. Showing one’s face and a 
raised index finger (sic!) could then at some point of 
the digital age open the barrier instead of a pass.

While the Frontex paper takes almost a purely engi-
neering and managerial view and assessment, Andras 
L. Pap & Eszter Kovács Szitkay point out in their con-
tribution “Race, Ethnicity, Biotechnology and the 
Law: Potentiality and challenges for law enforce-
ment in the digital age” the more delicate and po-
litically sensitive aspects of technology-based identity 
verification and assignment. They rightly insist on the 
differentiation between the notions of race and eth-
nicity, as well as the necessary legal-practical distinc-
tion between national and ethnic minorities. To this 
end, the authors draw on the concept of “datafication”, 
which is often used in the social sciences in the context 
of the digitalisation discussion and is defined as the 
process by which subjects, objects, and practices are 
transformed into digital data (Southerton 2020). This is 
exactly what biometric identification technologies do.

In contrast, the article by Amr el Rahwan on “Artificial 
Intelligence and Interoperability for Solving Chal-
lenges of OSINT and Cross-Border Investigations” 
deals with very practical problems of identity clarifi-
cation in cases of investigating cross-border serious 
crime and terrorism and how to overcome them with 
the help of new digital procedures. In particular, the 
difficulty of multiple and fraudulent identities in the 
context of a lack of intercultural and linguistic compe-
tence is, in his view, often a massive hurdle to successful 
investigations, as he illustrates in detail by the example 
of variations of Arabic names written in Arabic script. 

With a view to the Council Regulations which provide 
for interoperability of information systems within the 
EU in the field of police and judicial cooperation, asy-
lum, and migration, the author addresses the technical 
and organisational barriers to investigative cross-bor-
der collaboration and outlines how OSINT tools and 
AI applications could contribute to a better solution, a 
"person-centric approach".

Interoperability is also a key concern for Fabrizio Turchi 
& Gerardo Giardiello who let the reader in on their ef-
forts of „Developing a Judicial Cross-Check System 
for Case Searching and Correlation Using a Stand-
ard for the Evidence”. For them, the harmonisation of 
the presentation and exchange of information relevant 
to cyber investigations is the most pressing need. As 
the exchange of electronic evidence for a wide range 
of forensic information is increasing and will continue 
to do so, the need for a standard is essential. For this 
purpose, the open-source Unified Cyber Ontology 
(UCO) and the Cyber-investigation Analysis Standard 
(CASE) are presented in technical detail. 

Towards AI-backed digital investigation 

The specific role of advanced digital technologies in 
different areas of police investigative work is addressed 
in a number of further contributions. 

It is no great surprise that in a time when digital mobile 
devices (phones, tablets, GPS devices, PDAs) are deep-
ly embedded in people’s everyday lives and the smart 
phone has become a kind of indispensable mental 
prosthesis for many, they now also play a central role in 
police investigations. “Mobile Forensics and Digital 
Solutions: Current status, challenges and future 
directions” is the title of the contribution by Nikola-
os Papadoudis, Alexandros Vasilaras, Ilias Panagiot-
opoulos & Panagiotis Rizomiliotis, which introduces 
the topic in a concise overview and does not shy away 
from addressing practical complications such as the 
growing volumes of data and the rapid evolution of 
device and data specifications. Acting as endpoints 
of computerised communication, these digital mo-
bile devices hold a range of potentially revealing data 
about the activities and behaviour of their users, such 
as call logs, text messages, contacts, image and video 
files, geospatial data, notes, communication records, 
network activity and application-related data. How-
ever, all this data requires comprehensible evaluation 
by forensic specialists, who in turn are subject to time 
pressure due to procedural requirements and investi-
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gative processes. The article discusses machine-learn-
ing and AI-applications as a possible solution for the 
investigator’s issues of volume and time pressure. 

Rui Sousa-Silva’s paper on “Forensic Linguistics: 
The potential of language for law enforcement 
in the digital age” is also located in a similar investi-
gative territory. The paper is primarily concerned with 
the problem of anonymity in cyberattacks which take 
place in the form of written communication (email, 
messages), especially in the wake of mass-based social 
media (Facebook, Twitter, etc.). Two cases are present-
ed to demonstrate the potential of the applied study 
of human language for the purpose of forensic identifi-
cation of cyber-criminals even in transnational settings.

“On the Internet, nobody knows you’re a dog” used to 
be a famous catchphrase in its early phase, capturing 
the sense of anonymity and possibility that came with 
this new way of communicating and interacting with 
others. Lies, spin and disinformation are certainly not 
inventions of the digital age, but in 2016 ‘post-truth’ 
was announced as “Oxford Dictionaries’ international 
word of the year”, and the rise of social media during 
the Corona-pandemic (Su 2022) has certainly raised the 
stakes when it comes to the cyber-public discussion 
of (in)validity of facts. Post-factual misinformation has 
become a political issue and a concern for law enforce-
ment as well. “The Identification of Invalid Informa-
tion about the COVID-19 Coronavirus Pandemic 
on a Social Networking Platform” is the aptly titled 
paper by Georgios Lygeros who describes his technical 
approach of using Natural Language Processing algo-
rithms to tackle the problem through machine learn-
ing. But automatically labelling tweets as ‘true’, ‘false’ 
or ‘irrelevant’ seems far from being trivial, not just for a 
digital machine.

Three contributions from the Netherlands with differ-
ent time perspectives deal with the question of what 
possibilities computer-assisted artificial intelligence 
opens up for police investigative work. The problem of 
an average of 125 unsolved homicides per year and a 
backlog of 1700 cases is tackled by Tatjana Kuznecova, 
Dimitar Rangelov & Jaap Knotter under the heading 
“Cold Case – Solved & Unsolved: Use of digital tools 
and data science techniques to facilitate cold case 
investigation”. They report on their innovative re-
search approach using automated collection and anal-
ysis of open newspaper sources on unsolved murder 
cases and the first partial successes they have achieved 

in classifying such articles through algorithms. Howev-
er, the capabilities of AI appear in their case still well 
below those of humans, which means that the goal of 
accelerating the time- and resource-consuming pro-
cessing of cold cases seems to be still in its infancy. Also 
taking a look into the archives of unstructured texts, 
but more interested in structural elements of contem-
porary criminal conduct, is the contribution Ana Isabel 
Barros, Koen van der Zwet, Joris Westerveld & Wendy 
Schreurs, which aims to explore the “AI Potential to 
Uncover Criminal Modus Operandi Features”. 
Their idea is to tap into the large body of document-
ed Dutch court judgements relating to specific crimes 
using computerised text-mining techniques to create 
a base for a variety of experimental steps applying 
AI-techniques, hoping to reveal specific elements of 
the modus operandi for certain offenses. Some exam-
ples and results of their proposed are presented. Again, 
the hope of faster, less biased and less erroneous re-
sults through machine intelligence seems to take some 
time to materialise. 

The view of Nienke de Groes, Willem-Jan van den Heu-
vel and Pieter Tops on "The Potential of AI and Data 
Science in Reducing the Vulnerability of Ports to 
Undermining Crime" is also directed more towards 
the (near) future than already describing the reality of 
security in large seaports. In this context, the authors 
hope to reduce crime risks primarily by largely elimi-
nating the human factor in logistical processes.

The last contribution in this conference volume is 
about the benefits of a digital law enforcement tech-
nology that was initially the cause of fierce controversy, 
but has since been integrated into social processes in 
many places and has become something of a land-
mark of securisation in the digital age: video surveil-
lance. Ksenija Butorac & Hrvoje Filipović review the 
“Evidential Validity of Video Surveillance Footage 
in Criminal Investigation and Court Proceedings” 
in reference to their Croatian and European context 
and related court proceedings. The authors aim to 
“determine the probative value” of video surveillance 
in the face of judgements by the European Court of 
Human Rights and Croatian high courts by looking at 
areas of application like public areas, workplaces, resi-
dential buildings, shopping malls – and most interest-
ing in the context of training and education – faculty 
lecture halls.  
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The missing bits 

Regrettably, it was not possible to acquire written 
versions of all the very interesting conference pres-
entations. Nevertheless, in addition to the papers 
presented here, a number of presentation slides are 
available on the Vilnius 2022 conference page on 
the CEPOL website at https://www.cepol.europa.
eu/scientific-knowledge-research/2022-cepol-re-
search-science-conference-vilnius. Some late sub-
missions may also appear in the next regular issues 
of the European Law Enforcement Research Bulletin. 
In addition, reference can be made to the websites of 
some EU-funded H2020 projects9 whose research ap-
proaches and (interim) results were presented at the 
CEPOL conference. 

Going all digital? 
The choice of conference title may strike some read-
ers as somewhat anachronistic, given that the digital 
age began many years ago, and may even have passed 
its zenith, according to others (e.g., Peters 2016). Why 
are we only now thinking about how police and other 
law enforcement and prevention agencies should be 
prepared for the digitalised world, when its expansion 
is already in full swing? Sure, the digital age has been 
long coming. At least that is what members of the 
post-World War II boomer generation can say when 
they consider the list of digital innovations that have 
fundamentally changed the way production, distribu-
tion and leisure work is done in the first quarter of the 
21st century. One answer to this question lies in the 
reference to the enormous speed of the digital evolu-
tion, which goes hand in hand with rapid technolog-
ical innovation cycles and equally rapid declarations 
of obsolescence10. The resulting need to adapt poses 
major financial, organisational and human resource 
challenges for every organisation – police and other 
law enforcement agencies are no exception. Now, it is 
the case that courageous reformers within these au-

9 CC-Driver (https://www.ccdriver-h2020.com/) 
DARLENE (https://www.darleneproject.eu/) 
DATACROS (https://www.transcrime.it/datacros/) 
e-CODEX (https://www.e-codex.eu/) 
FORMOBILE (https://formobile-project.eu/events) 
INSPECTr (https://inspectr-project.eu/) 
RESPOND-A (https://respond-a-project.eu/) 
ROXANNE (https://roxanne-euproject.org/)

10 Didn’t video kill the radio star? Isn’t the Compact Disc the fax 
machine of the streaming generation? Who still recalls the 
sound of the 14.4 k modem, connecting Netscape Navigator to 
the Internet?

thorities have repeatedly faced up to the increasingly 
digitalising environment and introduced new methods 
and tools into policing. National police institutions in 
particular have proven to be digital pioneers, e.g., with 
the establishment and operation of central databases, 
and the need for cross-border cooperation has also 
driven the digital modernisation and cross-connec-
tion of law enforcement agencies, bearing in mind the 
many digital projects and tools set up by Interpol and 
– in the European context – by Europol, eu-LISA, and 
Frontex. In this context, one should not lose sight of the 
fact that these systems have their origins in the field of 
“high policing”, to recall a helpful analytical distinction 
made by Jean Paul Brodeur (1983)11, and only slowly 
have trickled down to the everyday, street-level “low 
policing” field in recent years. Necessary but expensive 
investments in the digitalisation of technical systems, 
devices and equipment can usually consume scarce 
resources, which are then no longer available to a suffi-
cient extent for more local and preventive approaches, 
such as community-oriented policing, especially with 
regard to the orientation of the general police security 
strategy. This dilemma of real limited (financial as well 
as staffing) possibilities must be taken into account 
with all enthusiasm for the new digital options – this is 
also the tenor of Elias’ contribution in this volume.

In a similar direction, a scholarly critique refers to the 
change in police culture and the resulting relationship 
with citizens that is associated with digitalisation. In 
field observations in local police stations, Dutch police 
researcher Jan Terpstra has identified certain phenom-
ena of alienation both between different hierarchical 
police levels and in contact with citizens, which he at-
tributes to the emergence of an ‘abstract police’:

“The increasing dependence of police services on digital 
devices and systems has resulted in important changes in 
relations, work processes and practices of the police. One 
of these changes has been the shift from street-level bu-
reaucracy to, first, screen-level bureaucracy and, next, to 
system-level bureaucracy (…). These developments have 

11 Brodeur claimed, the policing task can be divided between 
‘high policing’ and ‘low policing’. ‘High policing’ is associated 
with the work of the intelligence community and is concerned 
with gathering intelligence to ensure the stability and security 
of the state. On the other hand, ‘low policing’ is the domain of 
everyday (often uniformed) officers and consists of provid-
ing emergency assistance, reacting to calls from the public, 
controlling traffic, nightlife, and events, and providing crowd 
control. In the meantime, the incidents of globalised terrorism 
and the associated general tendency towards intelligence polic-
ing have softened this original analytical demarcation (Brodeur 
2007; Manning 2012). 

https://www.cepol.europa.eu/scientific-knowledge-research/2022-cepol-research-science-conference-vilnius
https://www.cepol.europa.eu/scientific-knowledge-research/2022-cepol-research-science-conference-vilnius
https://www.cepol.europa.eu/scientific-knowledge-research/2022-cepol-research-science-conference-vilnius
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had important consequences for relationships with cit-
izens, which are now mediated by a computer screen or 
replaced by a computer system, reducing the room for di-
rect and personal communication (…). The process of dig-
italisation has also contributed to a loss in the discretion of 
individual officers, who have become more dependent on 
system information. This implies that police work is now 
more bound to the frames and categories of computer 
systems and that personal knowledge has become less 
important” (Terpstra et al. 2022, p. 3-4).

It would be too convenient to dismiss this sceptical 
view as nostalgia and a sentimental reference to a 
pre-digital ‘happier era’ of policing and police organ-
isation. Instead, it should be recognised that, as with 
most things in life, there is a downside to everything, 
and: be careful what you wish for. As the digitisation re-
spectively the digitalisation of police tools and systems 
has brought significant gains in power for prevention, 
investigation and repression, there has also been a 
long academic trail of critical or sceptical academic 
commentary. Although law-abiding citizens generally 
want their police forces to be accessible, efficient and 
trustworthy, the digital-driven growth of surveillance 
power has raised fears of an all-seeing, all-knowing Or-
wellian police state12, which is hardly compatible with 
the European vision of an “Area of Freedom, Security 
and Justice” and in particular Art. Article 8 of the Euro-
pean Convention on Human Rights, protecting human 
rights and fundamental freedoms. Gratifyingly, this 
was a reference point in many of the papers present-
ed at the conference. Particularly at a time when news 
of questionable police behaviour and dubious surveil-
lance policies is spreading rapidly digitally around the 
world and directly or indirectly influencing national 
debates, the legitimate expectations (and hopes) of 
the public cannot be ignored under the concept of 
‘democratic policing’. For a start, democratic policing 
means policing in a democratically governed society, 
adhering to the principles of the rule of law, being pub-
licly accountable and protecting the human rights of 
all people, including suspects and victims (for all the 
details, see Manning 2010). 

At the same time, police forces are expected to be ef-
ficient, effective and agile – able to adapt and respond 
to whatever comes their way. Taking these two require-
ments for modern police forces together, the concept 
of ‘smart policing’ may be a logical consequence in 
line with the digital age, if conceptualised as “the ef-

12 For a supreme sociological analysis see Marx (2016).

fective use of data and analytics, as well as improved 
analysis; performance measurement and evaluation 
research; improving efficiency, encouraging innova-
tion and improving the evidence base for policing by 
promoting partnerships between police agencies and 
the research community”, paraphrasing Coldren et al. 
(2013, p 275). 

But eventually, what does all this mean for prospective 
and practising police officers and other law enforce-
ment officials? How should they be prepared, or pre-
pare themselves? There is probably no simple answer 
to this question because there are several levels and 
dimensions to distinguish. On the one hand, this is 
also a generational question, which is different for the 
outgoing analogue generation than for the proverbial 
‘digital natives’. Then it makes a difference whether one 
is thinking about education and training requirements 
for officers who are or should be active at the local, 
central or cross-border international level. Finally, the 
subtle but relevant difference between training and 
education for police officers cannot be pointed out of-
ten enough (see Project Group 2009, p. 157ff). It’s pret-
ty obvious that policing in the digital age has moved 
from being a craft to becoming a ‘knowledge-based’ 
job, without the need for street- and communitywise 
skills having diminished. Almost all of the approaches 
and systems presented in the lectures of the confer-
ence require not only in-depth (technical) operational 
training, but comprehensive analytical and contextual 
knowledge, which is supported by so-called ‘artificial 
intelligence’, but as long as this does not get beyond 
the status of a stochastic parrot (Bender et al, 2021), it 
cannot be replaced or digitally compensated for. 

The idea of the “thinking police officer” is not new, if 
one thinks of August Vollmer, for example, who already 
at the beginning of the 20th century in California ad-
vocated the extensive, even higher academic educa-
tion of his ‘coppers’. And one hundred years later, this 
attitude is still as relevant as it is ‘smart’ for the chal-
lenges of the 21st century. As has been emphasised in 
variations over the many years of CEPOL Research and 
Science Conferences, comprehensive education and 
training, based on scientific research and democratic 
values, and open to innovation, is bound to be a solid 
foundation for ‘good policing’. It is hoped that confer-
ences such as Vilnius 2022, which brought together di-
verse perspectives and expertise from police practice, 
training and research, as well as this publication, will 
contribute substantially to this ongoing process. 
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Welcome Speech  
 
 
 

Montserrat Marín López
CEPOL Executive Director

Dear ladies and gentlemen,
Let me begin this welcome address with our sincerest appreciation to the Rector and staff of Mykolas Romeris 
University for hosting the CEPOL 2022 Research and Science Conference and for all the efforts that have been 
invested in the organisation of this event. 

This is the first major CEPOL activity bringing together so many participants for the exchange of knowledge and 
scientific insights in a traditional networking format since the last one in Budapest in 2017. As a true networking 
event, the conference has been organised in various venues and across many countries. In fact, this is the second 
time it is organised in partnership with Mykolas Romeris University, following the first online edition of the event 
during the pandemic in May 2021. Today, we are happy and lucky to see and meet so many of you in such a close 
social encounter.

The concept of systematically organising a constructive and critical dialogue between law enforcement and sci-
entific scholarship has become an integral part of our vision of educating and training police and other law en-
forcement officials in Europe.

But knowledge and transfer of learning have no value if they are not shared. We will be better law enforcement 
officials if we improve our training with academic findings and methodologies. We will be more effective if we get 
to know our peers. The idea is to innovate, improve, educate and combine knowledge with scientific methods. We 
need a more competent, predictive, agile and secure law enforcement that can adapt to new social changes and 
knows how to respond in their fight against crime.

The role of higher education will be fundamental in CEPOL’s new strategy. One of our objectives will be to increase 
the number of accredited training actions at various levels of specialisation with European universities of reference 
in topics such as EMPACT and the EU Strategic Training Needs Assessment. With this event, we aspire to make the 
work of law enforcement more transparent, to generate relationships of trust and, above all, to look to the future 
from a perspective of efficiency and professionalism.

The general theme of the conference, ‘Preparing Law Enforcement for the Digital Age’, reflects one of the most 
challenging trends in our society: the digitalisation of ever more areas of our public and private lives. During these 
3 days, participants will hear about the many related topics that law enforcement agencies have to deal with: 
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digitalisation of crime, digitalisation of working patterns and tools for law enforcement officials, digitalisation of 
organisational structures and new ways of teaching and learning. Furthermore, the promises and pitfalls for law 
enforcement and civil society will take a prominent place in the presentations, along with demonstrations of spe-
cialist topics and some of the outcomes and products of the Horizon-Europe-funded projects. 

I hope and trust that the presenters and participants will leave the conference informed, inspired and even a bit 
wiser about how to prepare law enforcement for the digital age. 

Thank you for your attention.
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Ylva Johansson
European Commission

Good morning!
First, congratulations to CEPOL and to Executive Director Montserrat Marín for your appointment. New leadership 
brings new energy and new vision.

CEPOL has an important task. All of our crime-fighting efforts across Europe, across borders, depend on police 
officers having the skills they need. I thank you especially for your training programmes.

Trafficking is a terrible crime and CEPOL plays a vital role in this fight. You alert police to the dangers of trafficking 
in human beings. Thanks to your training activities, police can fight and prevent trafficking by learning to spot the 
danger signs. A trafficker can sell a weapon only once, but can sell a woman’s body again and again and again. 
Older men offering shelter only to young women. Children travelling with people who are not their parents. On 
the first day after Russia attacked Ukraine, I immediately placed the fight against trafficking on top of the European 
agenda. When millions of people are on the move, traffickers target vulnerable people. 

Our joint European fight is having results and that is how a small agency can make a big difference. The fight 
against crime is often local but in order to succeed, we must think and work continental. 

This is certainly true for your topic today, the fight against crime in a digital age. CEPOL provides a crucial link be-
tween security research and everyday policing, by working in the EU innovation HUB for internal security and by 
teaching police officers to use digital tools. 

CEPOL also makes a big difference by shaping a European culture of law enforcement. You train the leaders, you 
train the trainers, and you bring crime fighters and experts, practitioners and educators together. Like today at 
this conference.

The Research and Science Conference is very important; the first one in 5 years, during which time our world – 
particularly online – has changed. It is now your turn to change the world. 

In the coming 3 days you will discuss an impressive number of issues with one goal in common: to keep Europe 
safe. 

Your work will shape police work on the ground and inspire many policies.

In turn, I wish you a very inspiring conference.
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Policing in a Digital Age:  
Balance between community-
based strategies and technological 
intelligence

Luís Manuel André Elias
Higher Institute of Police Sciences and Internal Security (ISCPSI), 
Research Center (ICPOL), Lisbon

Abstract
Digital networks are a “new” environment for organized crime, radicalization, recruitment, terrorism, and disin-
formation. There is a deterritorialization of threats and risks, making digital networks a new dimension for the 
expansion of criminal networks and for justice and police.
Nowadays, democratic societies, human rights and internal/external security are challenged by artificial intelli-
gence and other emerging technologies. This “brave new world” has created an illusion within Police and intel-
ligence communities that prioritizing technological intelligence they will obtain immediate and better results.
The central aim of this article is to reflect on security trends in nowadays societies of investing more in hard polic-
ing and technological policing and less in community-based strategies.
Artificial intelligence, big data, machine learning, analytical software, predictive techniques based on algorithms 
are increasingly used by law enforcement. This resulted in a gradual devaluing of community policing and human 
intelligence and raises a set of ethical, deontological, fundamental rights protection, privacy, and, most likely, the 
systematic reproduction of biases.
We propose to analyze the benefits for Police to promote a comprehensive approach between HUMINT and TE-
CHINT to allow a better understanding of communities’ idiosyncrasies and to improve the relationship between 
Police and fragile communities, as well as to prevent threats and risks to our collective security.
We seek to prove the advantages of scientific research and innovation in the digital age, and of a comprehensive 
approach between soft and hard policing, between community policing and intelligence-led policing, promot-
ing at the same time a permanent dialogue between Police and citizens.

Keywords: Security, emergent technologies, community policing, intelligence, human rights.
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Introduction

Globalised contemporary society is increasingly com-
plex due to disruptive technologies (Bower, Chris-
tensen, 1995; Immelt, Govindarajan & Trimble, 2009). 
These emergent technologies are likely to bring many 
benefits, from increased productivity and economic 
growth to greater success in tackling global threats, 
including terrorism and transnational organized crime. 
But may also impact in civil rights and data protection.

Buzzwords and acronyms, like VUCA and BANI (Casc-
io, 2020) try to illustrate in a fancy/comprehensive way 
nowadays volatile, uncertain, complex, and ambiguous 
(VUCA) world. And with covid-19 pandemic, a brittle, 
anxious, nonlinear and incomprehensive (BANI) socie-
ty.

Law enforcement is about crime prevention, crime 
investigation, public order, police intelligence and in-
ternational police cooperation (Elias, 2018) and there 
should be a straight coordination between these five 
pillars of policing. Checks and balances between pre-
vention and repression strategies are crucial.

Our investigation will seek to answer the following 
starting question: Will it be possible to build-up a com-
prehensive approach between community policing, 
intelligence led-policing, technological policing and 
robust policing?

The methodology to be used will be of a composite 
nature, as we will draw on knowledge in the fields of 
Police Sciences, International Relations, Political Sci-
ence and Sociology, as well as the intersection of the-
ories and scientific methods. We will choose to carry 
out a descriptive-theoretical study, based on the bib-
liographic analysis, legislation, and official documents 
from different types of sources, both national and in-
ternational.

We are going to present the results from the report 
on “Accountability Principles for Artificial Intelligence 
(AP4AI) in the Internal Security Domain” coordinated by 
Europol Innovation Lab and the Centre of Excellence in 
Terrorism, Resilience, Intelligence and Organised Crime 
Research (CENTRIC) published in February 2022, as well 
as a national survey carried out in 2021 in Portugal by 
the Research Center (ICPOL) of the Higher Institute of 
Police Sciences and Internal Security and the company 
SPIRITUC (a market research company specialized in 

the medical field) on public perception about Police 
Service.

This article is a theoretical study, and the structure 
obeys an introduction, state of the art, perspectives 
(guidelines) and conclusion (practical or theoretical 
implications).

State of the Art

As of the start of 2022, there are 4.95 billion active inter-
net users (DataReportal, 2022).

Considering there is a global population of 7.91 billion 
people and that global internet users have climbed to 
4.95 billion at the start of 2022, internet penetration 
now stands at 62.5 percent of the world’s total pop-
ulation.

There are 4.62 billion social media users around the 
world in January 2022.

And what about crime and world security? According 
to the Global Organized Crime Index 2021 “the vast ma-
jority of the world’s population (79.2 %) live in countries 
with high levels of criminality, and in countries with 
low resilience (79.4 %)”. The same document underlines 
the following:

•  human trafficking is the most prevalent type of 
crime. In 2020, there were an estimated 281 million 
international migrants globally.

•  the second most pervasive criminal market global-
ly is the cannabis trade, which is a worldwide phe-
nomenon.

•  firearms trafficking is also worrying at international 
level.

The organized crime landscape “is characterized by 
a networked environment where cooperation be-
tween criminals is fluid, systematic and driven by 
a profit-oriented focus” (EU SOCTA, 2021, 10).

Europol underlines that:

• Close to 40 % of the criminal networks active in the 
EU are involved in the trade in illegal drugs;
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• 40 % have a hierarchical structure and 60 % are fluid 
structures;

• 79 % are composed by six or more members and 
21 % have up to five members;

• 80 % use legal business structures for their criminal 
activities;

• 68 % use basic money laundering methods such as 
investing in property or high-value goods;

• 60 % use violence as part of their criminal business-
es and 60 % engage in corruption;

• The use of corruption and the abuse of legal busi-
ness structures are key features of serious and or-
ganised crime in Europe. Two thirds of criminals use 
corruption on a regular basis (EU SOCTA, 2021, 18).

Criminals are “growing their operational security by 
hiding their online activity, using more secure commu-
nication channels and obfuscating the movement of 
illicit funds” (IOCTA, 2021, 16). And crime is more and 
more “crime as a service”, providing goods and services 
to worldwide (online) consumers.

In the last 40 years, literature and academic studies 
proposed several policing models to better cope with 
changing reality and the liquid times (Bauman, 2007). 
Community policing (Trojanowicz & Bucqueroux, 1990; 
Monjardet, 1996; Normandeau, 1998), zero tolerance 
(Kelling & Colles, 1996; Kelling & Bratton, 1998; Kelling 
& Sousa, 2001), hot spots policing (Clarke, 1986, 1998), 
broken windows theory (Wilson & Kelling, 1982), evi-
dence based policing (Sherman, 1998), problem orient-
ed policing (Goldstein, 2003), intelligence led-policing 
(Ratcliffe, 2008) and predictive policing (Selbst, 2017; 
McDaniel, J. & Pease K., 2021) are paradigms that hold 
important implications for policing. Several times were 
combined between each other and there were good 
practices that had an excellent impact in local commu-
nities, but as well badly implemented programs, have 
not been evaluated and several others got poor results.

These paradigms, despite having a strong rhetorical 
component (Klockars, 2005, 442), are intended to gen-
erate willingness to reform Police organizations and 
performances.

Indeed, there are contradictory security trends in sev-
eral western and non-western countries. On the one 
hand, several governments implement the militariza-
tion of policing, others maintain community based-po-
licing strategies and others increase the privatization of 

several security areas. On the other hand, law enforce-
ment agencies prioritize more and more technological 
intelligence, which may bring risks for civil rights, data 
protection and privacy in nowadays hi-tech brave new 
world (Huxley, 1932).

TechPol and TechInt in the Digital Age

The development of new technologies is faster than 
ever and it’s intensifying social relations on a global 
scale (Giddens, 2005, 45). Life in the digital age is truly 
information-driven, with data becoming more valua-
ble than oil (The Economist, 2017). For example, com-
panies will lash out to know what drives customers’ 
interests. Insights gained from refining data will allow 
companies to spend money where it should be spent 
and also increase profits.

Governments and Police state that they seek to im-
prove efficiency and effectiveness in the fight against 
violent and organized crime. However, budget cuts 
made governments and municipalities to replace 
police officers to algorithms in several police depart-
ments (Heaven, 2020). Another reason for the increased 
use of algorithms is the widespread belief that they are 
more objective than humans (Reiss & Sprenger, 2020; 
Daston & Galison, 1992, 81): they were first introduced 
in United States for a fairer decision-making in criminal 
justice system and now machine learning is being im-
plemented in several courts in other western countries 
(Heaven, 2020).

HUMINT requires a great deal of time and resources to 
gather assets and analyze information, rendering it one 
of the most difficult types of intelligence to produce 
and implement. The training alone is time consuming. 
Police officers need to learn

“(...) foreign languages; conducting, detecting, or evad-
ing surveillance; recruiting skills and other aspects of 
HUMINT tradecraft; the ability to handle various types 
of communications equipment, information systems, 
weapons, and so on” (Margolis, 2013, 45).

Training of these intelligence officers is costly and 
can take several years to complete. But it’s worth to 
mention that HUMINT is far less expensive than the 
various technical intelligence resources, although it 
still involves costs for training, special equipment, and 
the accoutrements clandestine officers need to build 
successful cover stories. The end goal of obtaining ad-

https://www.routledge.com/search?author=John McDaniel
https://link.springer.com/article/10.1007/s10551-022-05071-8#ref-CR51
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equate, accurate, and actionable information is best 
attained when HUMINT and TECHINT capabilities are 
combined (Crosston & Valli, 2017, 76).

An infatuation with technological methods of intelli-
gence gathering

“(…) has developed within many organizations. As 
a result of the focus on technical methods, some of 
the worst intelligence failures of the 20th century can 
be attributed to an absence of human intelligence” 
(Margolis, 2013, 43).

If Police (as well as intelligence services and even 
armed forces) only support their operations on TE-
CHINT (SIGINT, GEOINT, IMINT, MASINT, CYBINT) they 
will get just part of the intelligence picture. Thus, it ś 
very important for Police “to put the boots on the 
ground” to gather HUMINT through crime investiga-
tion, intelligence analysts and community policing of-
ficers and to compare it with other sources obtained 
through TECHINT.

The (minority report) dream of predicting crimes al-
most came true. But at what price? Algorithms may 
carry biases (Miller, 2019) and stereotypes that may 
impact in citizens’ rights in our democratic societies, 
such as the erosion of privacy and other human rights 
(Noble, 2018, 24). The fashion for data analytics and 
intelligence-led policing evidence the ‘uberization’ of 
security control (Sanders & Sheptycki, 2017).

Big Data often presents a façade of apparently rigorous, 
systematized, mathematical and neutral logic (Sanders 
& Sheptycki, 2017). Advances in emerging technologies 
raise a set of ethical, deontological, fundamental rights 
protection, privacy, legitimacy, public recognition 
and, most likely, the systematic reproduction of biases 
(Hunkenschroer & Luetge, 2022).

Emerging technologies and dataveillance (Esposti, 
2014; Büchi, Festic & Latzer, 2022) will change policing 
in the future. Giving some examples about the extraor-
dinary impact of technologies in policing in the pres-
ent and in the future:

• CCTV systems with alarmist software and patterns 
that may identify crimes being committed or sus-
pects and objects that may be a risk to public se-
curity;

• the use of augmented reality glasses to give crimi-
nal context to police officers;

• small autonomous drones programmed to follow 
police officers, scout locations, and provide video 
streams so that no officer ever must go into any sit-
uation truly alone;

• artificial intelligence and machine learning are key 
to identify hate speech online, child sexual abuse, 
recruitment, and radicalization campaigns in social 
media;

• location-based algorithms, crime patterns and 
identification of suspects;

• sensors for bomb detection in public spaces;

• IoT connected devices, AI and deep learning to im-
prove connectivity and capacity to process infor-
mation;

• threat screening for major events (AI and facial rec-
ognition software);

• police engagement with the community through 
social media (sensitization and prevention cam-
paigns, public information, etc.) is also a new form 
of cyber community policing.

Besides this, the creation of national taskforces on cy-
bercrime (composed of law enforcement authorities, 
representatives of the judiciary, AI technology devel-
opers, criminologists, and global service providers) 
may serve as a relevant vehicle to coordinate and tack-
le illicit conducts concerning the misuse and abuse of 
AI technologies (Velasco, 2022).

Europol Innovation Lab and the Centre of Excellence in 
Terrorism, Resilience, Intelligence and Organized Crime 
Research (CENTRIC) published the report “Accounta-
bility Principles for Artificial Intelligence (AP4AI) in the 
Internal Security Domain. AP4AI Framework Blueprint” 
in February 2022.

After 5.239 answers about the AI use by Police forces 
citizens see great potential in AI use for safeguarding 
vulnerable groups and society, including the preven-
tion of future crimes:

• 89,7 % agreed or strongly agreed that AI should be 
used for the protection of children and vulnerable 
groups,

• 87,1 % agreed that AI should be used to detect 
criminals and criminal organizations
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• 78,6 % agreed that AI is used to predict crimes be-
fore they happen

• 90 % of participants expect Police to be held ac-
countable for the way the use AI and for the conse-
quences of their AI use.

AI may be fundamental to prevent and to counter-ter-
rorism (namely online terrorist generated contents), 
child sexual exploitation (identifying the individuals 
sharing the material as well as their locations) and 
serious and organized crime. Yet, although AI and ac-
countability in policing have become a central point of 
discussion across the law enforcement and internal se-
curity sector, they are often discussed in isolation and 
not as a targeted approach to ensuring accountabili-
ty for AI deployments. This means that there remains 
a significant gap in addressing AI accountability within 
the fields of security and policing (AP4AI, 2022).

Europol supports that:

• law enforcement undercover capabilities are be-
coming increasingly important in cybercrime in-
vestigations. Nevertheless, legal barriers around the 
retention and sharing of data persist. Data is often 
not retained for long enough with ISPs, which can 
lead to a loss of potential evidence. Investigations 
would benefit from longer data retention. In addi-
tion, there is a need for clearer rules for registering 
IP addresses and domains could increase this data 
quality. Increased international cooperation is also 
crucial;

• there is a need for more technically skilled officers, 
training, and technical solutions to adequately ad-
dress cybercrime, because of the increased techni-
cal sophistication;

• there is a need to establish a broader cooperative 
focus between public and private sectors to pre-
vent and fight the new digital threats: bulletproof 
holsters, criminal VPNs, illicit cryptocurrency ex-
changers, and money laundering platforms.

• law enforcement agencies should be firmly em-
bedded and enhanced within the national cyber-
security crisis management frameworks and clear 
roles and responsibilities should be assigned to 
the different competent authorities (AP4AI, 2022), 
namely defense, intelligence services, police, jus-
tice.

Community policing – policing by 
consent

There isn´t an academic consensus about Communi-
ty Policing concept. According to a literature review, 
community policing implies consent, an agreement 
between the police and the community – policing by 
consent (Waddington & Wright, 2008).

For several scholars community policing “is not a tech-
nique, it is not public relations, it is not a ‘soft’ strategy 
against crime, it is not paternalistic, it is not an independ-
ent entity within the police, it is not cosmetic, it is not just 
another designation for social work, it is not elitist, it is not 
intended to favor the rich and powerful in the community, 
it is not a panacea, as if poorly adopted it could have disas-
trous effects on the community” (Trojanowicz, Kappeler, 
Gaines, Bucqueroux & Sluder, 1998, 22).

Community policing is crucial to create trust and 
co-operation between the Police, local communities, 
and citizens (Goldstein, 1990; Trojanowicz & Carter, 
1988) and to produce HUMINT.

One of the fundamental conditions for the sustaina-
bility of policing models is their scientific evaluation. 
Community policing programs, as well as other polic-
ing models, must be regularly assessed to check their 
impact in citizens’ perceptions. Besides that, these 
surveys may be important to know better what com-
munity needs are, to improve policing practices and to 
increase interactions with local communities.

In Portugal, the Higher Institute of Police Sciences and 
Internal Security coordinated a national scientific sur-
vey in 2021 to evaluate citizens’ degree of satisfaction 
with Public Security Police (PSP) work/performance, as 
well as their (subjective) perception of security in urban 
areas. A total of 2561 complete/validated answers were 
collected. Concerning performance evaluation of PSP 
the following results were obtained:

• 93,1 % positively evaluated the attitude of the PSP 
police officers;

• 69,6 % considered it good or very good;

• 83,9 % positively evaluated the ability of PSP officers 
to deal with security problems;

• 52,2 % considered it good or very good;
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• 72.2 % positively evaluated the presence of PSP po-
lice officers at public areas;

• 43.0 % considered it good or very good;

• 81.4 % positively evaluated the police response in 
urgent situations;

• 51.3 % considered it good or very good;

• 80.9 % reported being familiar with the Safety in 
School program;

• 77.5 % reported being familiar with the Support 
Program for Victims of Domestic Violence;

• 55.6 % reported being familiar with the Support to 
Elderly People.

These results express a very good opinion about PSP 
performance in Portugal, excellent perception about 
communities’ safety, as well, it shows an important 
impact of community policing in Portuguese society, 
namely the Safety in School Program and the Support 
to Victims of Domestic Violence.

There isn’t academic consensus that Intelligence 
Led-Policing is compatible with Community Policing 
(Carter & Fox, 2018). The literature articulates the re-
lationship between COP and ILP along a continuum 
that ranges from closely related (Carter & Carter, 2009; 
Clarke, 2006; McGarrell, Freilich & Chermak, 2007; Bull-
ock, 2013), sharing minimal similarity (Tilley, 2003; Innes 
et al., 2009; LeCates, 2018), and distinctly different (Deu-
kmedjian & de Lint, 2007; Ratcliffe, 2016).

However, both community policing and intelligence 
led-policing appear to share many core elements, such 
as an emphasis on proactive versus reactive policing, 
and two-way sharing of information with the com-
munity. Both have a broad and flexible framework to 
allow these strategies to be utilized as long-term solu-
tions and be customized to the individual needs and 
strengths of each agency (Carter & Fox, 2018, 15). Both 
emphasize a more active role of local policing in assist-
ing in issues as counter-terrorism (McGarrell et al., 2007), 
gang intervention (Charles, 2018), social harm (Mohler 
et al., 2018; Ratcliffe, 2016), border security and immi-
gration (Lewandowski et al., 2017), about policing the 
internet to detect organized crime and terrorism, as 
well to promote sensitization campaigns in social me-

dia in several areas: domestic violence, bullying, drugs 
consumption, diversity, animals’ rights.

Intelligence-led policing has commonalities with 
problem-oriented policing and targeted, proactive 
policing (Ratcliffe, 2016, 4). Intelligence-driven polic-
ing requires a comprehensive interpretation of all in-
formation collected by the police trough: surveillance, 
interrogations, informants, analysis of criminal patterns, 
sociodemographic information, and other data from 
non-police sources.

Militarization and Privatisation of 
Policing

The shift from community policing work to the crime 
control militarization didn’t start with the ‘war on ter-
ror’ (Rivas, 2013). The change started with the “war on 
drugs” and the “war on crime” (Meeks 2006).

When we mention militarization, we are not referring 
exactly to the change from civilian to military status of 
the police forces, but predominantly to the adoption 
of hard policing strategies and tactics, as well as SWAT 
teams (Cox S., Marchionna S., Fitch B., 2017, 86), assault 
rifles and more ostensive equipment (armored vehi-
cles, ballistic vests and helmets, drones and others).

Many scholars and practitioners express their concern 
that the “war on terror” is contributing that several po-
lice agencies “replace community policing programs 
with traditional hardline models that give priority to 
hierarchy at the expense of autonomy, to rules and 
norms in place of some degree of discretion in police 
decision and action” (Murray, 2005; Greene, 2011; Mi-
jares & Jamieson, 2011).

Militarization may exert even a stronger influence on 
what the regular police decide on for uniforms (e.g. 
military battle dress uniforms – BDUs), how they think, 
the weaponry and technology they employ, the or-
ganizational models they adopt, and the crime con-
trol solutions they devise. Community policing call for 
democratization may be increasingly drowned out by 
the drumbeats of high-technology militarization (Kras-
ka, 2007, 12). It is assumed that hard policing increases 
effectiveness and influences public ś subjective feel-
ings of insecurity, with an investment in the security 
apparatus, overestimating a supposed effectiveness, 
even at the expense of efficiency. Consequently, in 
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several countries TECHINT and robust policing are step 
by step replacing HUMINT, community policing and 
partnerships between the Police and the communities.

Academic studies mention several risks but also ad-
vantages of privatizing policing. On the one hand, 
private security lack accountability, may bring threats 
to civil liberties, concerns about loss of public-interest, 
greater inequality in protection, reputational concerns, 
threats to police jobs. On the other hand, it may bring 
increased effectiveness through public/private part-
nerships, alignment with the ideals of community 
policing, police may concentrate their efforts in more 
vulnerable sectors of community, access to specialized 
skills and technical resources and efficiencies through 
contracting out (Sparrow, 2014).

The proliferation of private security has both involved 
the spread of technologies, such as closed-circuit tele-
vision together with artificial intelligence and the incur-
sion of the private sector into forms of work, or areas of 
activity, more usually associated with public policing 
(Newburn, 2008, 826). Recent examples include private 
security being responsible for airport security, major 
sports events, cultural or political events, traffic and 
parking regulation, the transport and guarding of pris-
oners and, most important of all at a symbolic level, the 
patrolling of public streets, public buildings, and of the 
army and the police facilities. In addition, the notion 
of self-policing within communities and greater use 
of volunteers to assist public policing may generate 
a confusing landscape of plural policing in the future 
(Rogers, 2018, 400-401), mixing and melting tradition-
al missions of Police with new private security tasks in 
a less accountable and equal way.

There are challenges inherent in the use of plural po-
licing approaches which may affect the very nature of 
the democratic policing model. Despite criticisms to 
‘pluralised’ policing, it would appear that privatization 
of security is low-cost, it’s a strategy of frontline pre-
ventive presence, it may increment the deployment of 
experts for specific or specialized tasks, and it may also 
boost research and development of emerging tech-
nologies.

Discussion/Conclusion

Technological development has created an illusion 
within law enforcement and intelligence communities 
that prioritizing technological intelligence they would 
obtain immediate and better results. Artificial intelli-
gence, analytical software, big data, predictive tech-
niques based on algorithms are increasingly used by 
law enforcement. This will be a challenge for law en-
forcement but may also result in a gradual devaluing 
of community policing, human intelligence, and the 
understanding of community idiosyncrasies.

The results of the national survey coordinated by the 
Higher Institute for Police Sciences in Portugal show 
how important is scientific assessment to evaluate po-
licing models and police performance. It shows as well 
that citizens understand the advantages of community 
policing-based strategies.

The results of Europol study underline that citizens see 
great potential in AI and emerging technologies use for 
safeguarding vulnerable groups and society, including 
the prevention of future crimes.

Policing has changed, as has the society being policed. 
The digital age will bring even more challenges. In this 
context, in the academia and law enforcement com-
munity it’s necessary to reflect on future policing mod-
els that may better prevent and detect new threats and 
risks in nowadays complex world (Beck, 1992).

Answering to our initial question: despite lack of con-
sensus at academia, an integrated approach between 
community policing strategy, intelligence led-policing, 
TECHINT and HUMINT, may be crucial to prevent and 
fight crime, to maintain a straight relationship with lo-
cal communities and to improve the quality of police 
service.

Nowadays emerging technologies bring several chal-
lenges for law enforcement community, like the ones 
mentioned by Europol:

• data is often not retained for long enough with 
ISPs, which can lead to a loss of potential evidence. 
Investigations would benefit from longer data re-
tention;

• law enforcement agencies need more officers, 
tools and training to fight cybercrime;
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• there is a need for a broader cooperation between 
public and private sectors to address new digital 
threats;

• law enforcement agencies should be firmly em-
bedded within the cybersecurity crisis manage-
ment frameworks.

The fight against violent and organized crime must 
be robust, but above all must use analytical capabili-
ties, crime investigation, intelligence and information 
systems, acknowledging socio-cultural problems, and 
respecting human rights.

The collaboration between the Police and a myriad of 
public and private entities is essential to maintain sus-
tainable partnerships, to build bridges with minority 
communities and to discourage some of its members 
from embarking on the path of radicalization, terrorism 
(Forst, 2014, 634) and organized crime.

Militarization of law enforcement has the potential to 
undermine citizen’s reliance in justice and police, be-
cause exceptionalism conveys to the community that 
if you transgress, you may encounter extreme, possibly 
deadly violence. Such perception of deterrence is un-
acceptable in a rule of law society.

Police must have special units to deal with serious 
crime: SWAT teams, public order units, bomb squads, 
canine units. However, robust policing strategies and 

militarization of Police departments shouldn’t be “the 
solution”. Police must know and understand the com-
munity and to analyze crimes that impact in local secu-
rity to take preventive and repressive measures. Police 
need to recruit data scientists, financial experts, digital 
forensics, digital patrollers to face the cyber organised 
crime.

The disinvestment in human sources and the prioriti-
zation of technological solutions can create an aseptic 
perspective of reality, the inability to detect under-
ground criminal phenomena and increase bias in po-
lice intelligence analyses.

New technologies may also pose significant challeng-
es related to their questionable reliability and accuracy 
that lead to multiple risks to civil rights, discrimination, 
data protection, privacy, and unlawful profiling.

However, these emergent technologies have already 
an important role in modern policing, helping inves-
tigators, analysts, and regular policing to analyze large 
amounts of data, helping to detect suspects in video 
surveillance systems, facilitating the collection of (on-
line) evidence in complex investigations, and detect-
ing criminal networks and operations on the internet. 
But, at its core, law enforcement requires partnerships 
with communities, the same sense of duty and sacri-
fice, and the same integrity and respect for fundamen-
tal rights it always has.
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Abstract
Digital data and algorithms have over the past years increasingly found their way into law enforcement contexts, 
including modes of biometric identification and matching, automated surveillance capacities, short-term situa-
tional predictions, AI-supported analysis for large amounts of data, and the interoperability of large-scale data-
bases and platforms for data exchange and investigation. These tools can help to increase the effectiveness and 
efficiency of law enforcement operations on the strategic, tactical, and operational level. They do, however, also 
come with a number of concerns that must be acknowledged and addressed in order to realize their potential 
and avoid unintended side-effects and societal frictions. Based on a multi-year research project on predictive 
policing in Germany and Switzerland, this paper provides a perspective on some of the challenges involved in im-
plementing new and emerging technologies in law enforcement contexts. Specifically, it addresses (1) the nature 
of data, i.e. how data are socially constructed and present a particular account of the world, inevitably leading to 
“biased” results; (2) transparency in algorithms and AI, i.e. how “black boxes” undercut human capacities to under-
stand and retrace processes and create problems for public accountability; (3) automation and human control, i.e. 
the question how human operators can retain meaningful influence over analytical processes; (4) decision-mak-
ing processes and automation bias, i.e. how humans can be empowered to critically question and override system 
recommendations; and (5) strategic and societal implications, i.e. the fact that digital tools should not be misused 
to displace larger programs that address the root causes of crime.

Keywords: digitization; data; algorithms; implementation; civil liberties; accountability; police

Introduction

Digital data and algorithmic tools for their processing 
have over the past decade found their way into law en-
forcement contexts in multiple ways, including modes 
of biometric identification and matching, enhanced 

surveillance capacities, short-term situational predic-
tions, AI-supported analysis for large amounts of data, 
and the interoperability of large-scale databases and 
platforms for data exchange and investigation. These 
tools can help to increase the effectiveness and effi-
ciency of law enforcement operations on the strategic, 

mailto:mleese%40ethz.ch?subject=
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tactical, and operational level. They do, however, also 
come with a number of concerns that must be ac-
knowledged and addressed in order to realize their po-
tential and avoid unintended side-effects and societal 
frictions. Civil society organizations have for example 
warned of chilling effects of surveillance technologies, 
increased or new forms of data-driven discrimination, 
and the lack of transparency and democratic control 
in algorithmic decision-making (Ferguson, 2017; Robin-
son & Koepke, 2016; Susser, 2021).

Vis-à-vis these concerns, the challenge for law en-
forcement organizations is to find responsible ways of 
implementing and using digital data and algorithms, 
such that they enable enhanced strategic, tactical, and 
operational capacities while at the same time protect-
ing democratic rules, civil liberties, and human rights. 
Law enforcement occupies a key role in society due 
to its mandate to produce and maintain public order. 
Needless to say, policing is therefore accompanied by 
considerable legal and moral responsibilities towards 
society. Crucially, the ways in which police agencies 
carry out their mandate undergo profound transfor-
mations when knowledge and action are based on 
data and pre-configured by algorithmic forms of data 
analysis. To think about responsible forms of digitiza-
tion in law enforcement, this paper proposes five key 
pointers that should be given attention when imple-
menting and using data-driven and algorithmically 
mediated technologies. These pointers concern (1) the 
nature of data themselves, as well as questions of (2) 
transparency, (3) automation and human control, (4) 
decision-making, and finally (5) strategic implications.

While these themes generally pertain to any form of 
the use of data and algorithms in law enforcement, 
they will be throughout this paper illustrated with ex-
amples from a multi-year study on the implementation 
and use of predictive policing software in Germany and 
Switzerland (Egbert & Leese 2021). During the research, 
empirical data on new, algorithmically mediated forms 
of crime data analysis for crime prevention were gath-
ered through interviews with involved officers and ana-
lysts, field observations, as well as extensive document 
analysis. In total, research covered 12 police depart-
ments at the local and state level. Throughout the re-
search period, most of the involved departments used 
the commercial predictive policing software PRECOBS 
by German manufacturer IfmPt.1 PRECOBS specifically 

1 Some involved police departments did, during the research period, use different predictive policing tools that they had developed in-
house. Those were, however, similar to PRECOBS with regard to the operational focus on residential burglary, theoretical and conceptual 
assumptions, as well as data input.

focuses on residential burglary and professionalized 
serial burglary activities, aiming to identify patterns of 
ongoing criminal behavior through continuous analy-
sis of current crime data and producing risk estimates 
for particularly vulnerable areas or neighborhoods. In 
this way, it seeks to provide police departments with 
timely and flexible response capacities, most notably 
the opportunity to adjust crime prevention schemes 
and reallocate otherwise randomized patrols and other 
resources to identified risk areas in a targeted fashion. 
The optimal outcome of predictive policing would in 
this sense be to instill situational awareness that leads 
to the deterrence of crime (Balogh 2016; Schweer 2015).

Overall, the research project explored how predictive 
policing software was implemented into everyday 
crime analysis and crime prevention/patrolling con-
texts. Questions informing the research pertained to, 
among other things, technologically mediated knowl-
edge production and communication within police or-
ganizations, the visualization and actionability of crime 
forecasts in patrolling and crime prevention, and the 
normative implications of policing based on data-driv-
en risk estimates. The findings presented in this paper 
are based on a set of practical recommendations for 
the responsible use of data and algorithms in law en-
forcement that have been derived from the analysis of 
the empirical data (Egbert & Leese, 2021; Leese, 2020). 
They should be understood as points to consider when 
thinking about what data and algorithms (can) do and 
how they can be implemented and used in ways that 
speak to the particular mandate and responsibilities of 
law enforcement within society.

(1) Data

Predictive policing, as most other new technological 
tools for the purpose of intelligence and decision-mak-
ing in law enforcement, is predicated upon data. The 
production and use of data about crime and crime 
fighting in law enforcement is, needless to say, not 
a new phenomenon (Maguire, 2012). However, with 
the increasingly easy production and availability of 
large amounts of digital data, novel insights about 
crime and its social contexts can be crafted from those 
data and inform law enforcement activities in new and 
more efficient ways. From an operational point of view, 
predictive policing rests on the assumption that crime 
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analysis – hitherto carried out manually by specialized 
analysts – can be algorithmically enhanced in terms of 
both scale and speed, enabling police departments 
to discover patterns of criminal activity in time to in-
tervene into still ongoing offenses or serial crime. As 
a consequence, the timely availability of high-quality 
data as an input for pattern-detection algorithms is 
considered a key prerequisite for the estimation of – 
and intervention into – potential future crime.

Crime data are, however, rather notorious when it 
comes to accuracy, completeness, and timeliness 
(Maguire & McVie, 2017). Per definition, there is usual-
ly some lack of information about the characteristics 
of criminal offenses. In the case of residential burglary, 
initial data created from the crime scene might not yet 
contain complete information about stolen goods, the 
ways in which perpetrators gained access to a dwell-
ing, or the time of the offense. Additionally, data cre-
ation is prone to error. Evidence at the crime scene 
might be overlooked, data might be entered sloppily 
into the database in the late hours of a night shift, or 
they might accidentally end up in the wrong category 
(Huey et al., 2021). These variables are, however, impor-
tant for algorithmic pattern detection that screens for 
indications of professional serial burglary behavior that 
would make follow-up offenses likely (Townsley et al., 
2003). To amend shortcomings in crime data and ren-
der them fit for analysis, there are usually multiple lay-
ers of quality control in place that check for inconsist-
encies such as syntactic errors or missing values (Leese, 
2022). Moreover, the availability of information about 
criminal offences is likely to change throughout an 
investigation, which is why data need to be updated 
regularly. In summary, considerable efforts are required 
to render crime data trustworthy in the first place.

But apart from these practical considerations about 
the informational value of crime data, there are also 
some more fundamental concerns about the nature of 
data that need to be kept in mind when implementing 
data-driven tools for law enforcement. Data are often 
believed to be a true and objective representation of 
the world (Kitchin, 2014). As a consequence from this 
assumption, it is furthermore believed that if only 
enough data points were available, new insights about 
the world could be gained and the future could be 
modified according to specific preferences (Anderson, 
2008). Data do, however, not exist independent of their 
creation contexts and the technical tools and practices 
used to produce them (Bowker & Star, 1999). When po-

lice officers produce burglary data from a crime scene, 
for example, they look for specific things that will allow 
them to describe their findings and fit them into the 
classification systems that structure police databases. 
Classification systems are relevant for the statistical 
processing of data, and as such a key consideration for 
predictive policing and other forms of crime analysis. 
As they already pre-structure how crime is recorded, 
other observations will be discarded and will not end 
up as analyzable crime data (Harper, 1991). Data must 
thus always be understood as a partial and filtered ac-
count of the world that has been constructed within 
a particular context and for a particular purpose (Gitel-
man, 2013).

This means that there is selection bias at work when 
data about crime and society are created. Such bias 
is a natural and inevitable part of any dataset and can 
by definition never fully be removed (Barocas & Selbst, 
2016). While this means that bias must to a certain ex-
tent simply be accepted, it also means that the limita-
tions of data must be acknowledged and interventions 
based on data analysis must be put into context. Law 
enforcement organizations should be mindful that 
every dataset contains over- and/or underrepresenta-
tions of certain empirical phenomena and is in its 
structure and informational value determined by var-
ious technical and social aspects. Importantly, as data 
are used as input for analytical tools such as predictive 
policing software, there is a danger that data bias will 
be perpetuated throughout the analysis and live on in 
the form of, for example, biased risk estimates (Kauf-
mann et al., 2019). Data can be a valuable resource for 
effective and efficient law enforcement in complex and 
fast-paced environments. However, their social con-
structedness must be kept in mind when evaluating 
the ‘truthfulness’ of data and their representative value. 
A healthy degree of skepticism toward their objectivity 
and truthfulness is appropriate, especially when they 
are acquired from external sources and little is known 
about the ways in which they were brought into being.

(2) Transparency

Algorithms range on a scale from simple and easily un-
derstandable to inherently complex and irretraceable – 
even for experts and programmers. Usually, the more 
complex variants are also the more powerful ones, as 
they are capable of handling large and heterogeneous 
datasets or even of ‘learning’ and adapting to new pat-
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terns in the analyzed data. But even in comparatively 
simple and straightforward cases such as predictive 
policing focused on residential burglary, it can be dif-
ficult to understand how exactly crime risk has been 
computed and how a particular recommendation for 
action (e.g., “preferentially patrol this specific neighbor-
hood within the next 48 hours”) comes into being. The 
inner workings of complex algorithms are often called 
‘black boxes’, meaning that humans can see the data 
input and the analytical output, but they can no longer 
understand the processes that took place in between 
(Latour, 1999). The likelihood of algorithms becoming 
black boxes further increases when commercial tools 
are used, as their design and analytical models are usu-
ally considered trade secrets (Pasquale, 2015). In the 
context of law enforcement, black boxes can have two 
fundamental implications.

First, they undermine institutional accountability ca-
pacities towards the public. Accountability depends 
on the ability to explain how decisions were made and 
why specific actions were carried out (Bovens, 2005). 
When the ways in which data are analyzed are incom-
prehensible for decision makers, this ability is essen-
tially lost (Bennett Moses & Chan, 2018). A lack of ac-
countability capacities is problematic due to the role of 
the police in the production and maintenance of social 
order. Police forces have several exceptional compe-
tencies, including the use of force and the interference 
with individual privacy and intimacy. Such interven-
tions must be carefully justified in terms of their neces-
sity and proportionate nature, which in turn requires 
the ability to explicate on which knowledge base they 
have been carried out. In fact, research indicates that 
police departments are increasingly turning away from 
the use of commercial predictive policing software 
and instead focus on the in-house development of 
predictive policing capacities – with understandability 
and transparency being cited as major reasons for this 
development (Leese, forthcoming).

Secondly, black boxes make internal resistance against 
data-driven analytics more likely. Research has shown 
that police officers and the larger organizational cul-
tures within which they work are often skeptical to-
wards new technologies in the first place (Manning, 
1992). Such skepticism can easily turn into outright re-
sistance when officers come under the impression that 
their own expertise and professional experience are 
threatened to be overruled by a technological tool that 
they cannot understand (Chan et al., 2022). As a conse-

quence, there is a chance that recommendations for 
action will not be implemented on the ground (Sand-
hu and Fussey, 2021). In the case of predictive policing, 
patrol officers have, for example, shown reluctance to 
actually prioritize risk areas that have been identified 
through algorithmic crime data analysis. Such reluc-
tance was based on the assertion that they would have 
better knowledge of their city/neighborhood and the 
crime risks associated with it than a machine.

In order to align technological capacities with external 
and internal transparency requirements, law enforce-
ment organizations should thus be mindful that digital 
tools should always remain as transparent and com-
prehensible as possible, independent of whether they 
are commercial products or in-house developments. 
This will strengthen both the capacity for external ac-
countability and the likelihood of internal compliance.

(3) Automation and control

Predictive policing software and other data-driven 
analytical tools automate many of the analytical tasks 
that previously were carried out manually by a human 
analyst (Perry et al., 2013). In this way, so the general 
idea, intelligence can be produced much quicker, on 
a larger scale, and without random error. Automation 
is thus fundamental for the advantages that data-driv-
en analytics bring for police work. Automation does, 
however, come with a number of challenges. While 
the initial hypothesis in engineering and design for hu-
man-computer interaction was to implement as much 
automation as possible to free up human capacities 
for other, more meaningful tasks, research has over the 
years shown that too much automation can be detri-
mental for human capacities and for effective human 
control of activities outsourced to machines or com-
puter systems (Parasuraman & Manzey, 2010). Moreo-
ver, it has been argued that in domain contexts where 
errors can have wide-ranging consequences, such as 
for instance nuclear safety or public security provision, 
automation should by default be delimited (Jones, 
2017). Especially this latter point is relevant for law en-
forcement contexts, as high levels of automation in al-
gorithmic data analysis effectively can entirely remove 
the human from the process of knowledge production 
and leave little or no possibility for human interven-
tion in crime analysis, for example to double-check the 
plausibility of system recommendations or to correct 
malfunctions or other errors.
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In predictive policing, the automation of crime anal-
ysis processes through algorithmic means has been 
shown to facilitate the work of crime analysts due to 
its potential to relieve humans of repetitive and mo-
notonous tasks. At the same time, police departments 
have emphasized the need to subject automation to 
rigid human control in the form of an operator who is 
set up to be “in the loop”. Keeping a human in the loop 
requires a system to interrupt automated processes at 
pre-defined points and only to continue when active 
approval is given by the user. In this way, human aware-
ness of analytical functions carried out by the software 
is ensured and a possibility to double-check input data 
and the plausibility of output is granted. This is impor-
tant in regard to the potential lack of trustworthiness 
in crime data, but also in regard to issues of bias and 
accountability discussed above (Cummings, 2006).

Research has shown that police departments ensure 
control over automated data analysis processes in sev-
eral ways. Most notably, predictive policing software 
is exclusively executed by human operators, who in 
most cases are trained and experienced crime ana-
lysts. While fully automated analyses would in theo-
ry be possible, an operator is considered a necessary 
safeguard against faulty data input, system malfunc-
tions, and implausible outputs. Importantly, a human 
operator is expected to be able to put estimates about 
crime risks into a larger situational picture and available 
resources. Other forms of safeguards consist of a four-
eyes principle during the review of system output, or 
checklists that instruct human officers to cross off po-
tential error sources in a systematic fashion before con-
firming system outputs and forwarding them to local 
stations for front line implementation.

Given the implications of data-driven knowledge for 
the ways in which society becomes policed and how 
resources in public security provision are re-distribut-
ed, law enforcement organizations should be mindful 
that, in principle, full automation of analytical process-
es by means of technological tools should be ruled 
out. It is important to carefully configure automation 
and human oversight in ways that ensure meaningful 
control at all times. To do so, human analysts must al-
ways remain in the loop and have meaningful control 
over system functions. That means that algorithmic 
systems must not withhold information from the user 
or proceed at critical junctions without user approval. 
Only then will law enforcement agencies be able to 

benefit from novel analytical insights while at the same 
time firmly remaining in the driver’s seat.

(4) Decision-making

The main implication of data and algorithms in law 
enforcement is to aid decision-making and planning. 
The general idea in this context is that more effective-
ness and efficiency can be accomplished if the stra-
tegic, tactical, and operational level are informed by 
data-driven knowledge. There is, however, a risk that 
algorithmically produced recommendations are un-
critically followed (Cummings, 2004). The reason for 
this ‘automation bias’ is that humans consider technical 
systems to be objective, neutral, and immune to error. 
Given the potential error sources in data-driven analyt-
ics discussed above, it is, however, key that decisions 
about the allocation of security provision are not exclu-
sively determined by technological tools.

In predictive policing, initial decisions about the suit-
ability of data-driven crime risk estimates are, as dis-
cussed above, made by a human operator who is 
tasked with plausibility checks of system input and 
output. Only after human review do forecasts become 
part of concrete crime prevention schemes. Human 
review is particularly important in those cases where 
plausibility conditions are not fully met, for example 
when input data are incomplete or when identified risk 
areas do not align with the larger situational picture or 
the professional experience of operators. In such cases, 
it is key that humans are encouraged to overrule sys-
tem recommendations in order not to implement mis-
leading risk forecasts into crime prevention operations 
and waste resources instead of using them in a target-
ed fashion. Research has, however, shown that it can 
be challenging to argue against allegedly neutral and 
objective system outputs, particularly when counter-
arguments are based on non-systematized evidence 
such as personal experience or a “gut feeling”. Moreo-
ver, in the domain of security provision, a foundational 
principle is to rather err on the side of caution than to 
miss out on the prevention of harm. Consequently, op-
erators tend to approve system outputs even in cases 
where they do not fully agree.

In order not to go against the rationale of data-driv-
en knowledge, that is, to put resources to use in more 
effective and efficient ways, law enforcement organ-
izations should thus ensure that operators are put in 



44

European Law Enforcement Research Bulletin – Special Conference Edition Nr. 6

a position where they can make informed and respon-
sible decisions. To do so, they should actively be en-
couraged to engage with all aspects of the analytical 
process, including the explicit right to overturn algo-
rithmically produced intelligence and recommenda-
tions for action. As blind trust in algorithmically pro-
duced intelligence and recommendations for action 
might lead to faulty operational decisions that can 
undercut the effectiveness of police work and deteri-
orate the relationship between law enforcement and 
the public, critical engagement with algorithmic rec-
ommendations should be encouraged and the right to 
override them should be facilitated and institutionally 
enshrined. More generally speaking, law enforcement 
organizations should also be mindful that human de-
cision-making is a key assumption in both legal and 
moral terms, and that automated decision-making 
would have negative implications for questions of ac-
countability as discussed earlier.

(5) Strategic implications

Whereas the previous themes have mostly highlight-
ed operational quandaries in the use of data and al-
gorithms for law enforcement purposes, there are also 
important strategic implications that must be consid-
ered vis-à-vis such technologies. In light of political 
discourse, media attention, as well as financial commit-
ments made through procurement and implementa-
tion, there is often a perceived need to maximize the 
utility of predictive policing and other data-driven 
analytical tools (Egbert & Leese, 2021). This perceived 
need leads to overemployment, demonstrating to pol-
icy-makers and the general public that financial com-
mitments are being put to good use. This can, howev-
er, in turn lead to one-dimensional problem perception 
and corresponding treatment.

Predictive policing tools, for example, have been de-
signed largely on assumptions from environmental 
criminology and situational crime prevention. Implic-
itly, these approaches contend that crime is a natural 
part of human behavior/societal forms of organization 
and that it can thus be expected that crime will hap-
pen by default if not prevented or otherwise inter-
vened into. Operationally, they therefore favor policing 
approaches built on deterrence by means of increased 
police presence, environmental modifications, and 
(technological) means of target hardening. This means 
that they aim to suppress rather than evaluate why 

crimes happen and how incentives for criminal behav-
ior could be addressed in the first place (Wilson, 2018). 
Such a focus rules out questions concerning the root 
causes of crime and their possible resolution through 
social reform, as for example found in community po-
licing approaches.

Admittedly, the reasons for the occurrence of crime 
might often be outside the scope of law enforcement 
activities. Nonetheless, it is important to keep in mind 
that technological tools can reinforce particular strate-
gic approaches to crime control while marginalizing 
others. Data and algorithms should, in this sense, not 
be used to replace programs of community engage-
ment and larger debates about social reform. For law 
enforcement organizations, this means that the capaci-
ties and limitations of new and emerging technologies 
must be carefully assessed. Predictive policing soft-
ware can, for example, be a powerful tool for the effi-
cient use of resources and targeted and effective crime 
prevention – but outside of these narrow boundaries, 
it offers little insight into the larger dynamics of crime 
and society. It should thus remain a complementary 
tool in the overall toolkit of the police and not be used 
to suppress or replace long-term strategic programs 
that address the root causes of crime. Law enforce-
ment agencies should be careful not to overemphasize 
the role that data-driven analytics can and should play 
in their work.

Conclusions

This contribution has given a brief, cursory overview of 
some of the issues that are at stake as law enforcement 
agencies increasingly integrate data and algorithms 
into their daily work practices. As has been shown, da-
ta-driven knowledge and action reconfigure how the 
police go about their business and in doing so also af-
fect the role of the police in the production and main-
tenance of public order and the interface between 
law enforcement and the general public. The pointers 
presented here speak to some of the most pressing 
questions that need to be reflected when integrating 
new technological tools into security work. The issues 
discussed here should not be regarded as exhaustive, 
but rather as representative of some of the most per-
tinent challenges that police departments faced when 
dealing with predictive policing software.
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The pointers for the responsible use of data and algo-
rithms can both be used as a form of reflection and 
as a practical guideline. Clearly, the message here is 
not to not use new technologies at all. On the con-
trary, it can hardly be denied that law enforcement 
agencies require updated tools to cope with new chal-
lenges in complex and fast-paced environments. The 
implementation and use of new tools can, however, 
be understood as a welcome opportunity to further 
align operational requirements and the protection of 
democratic rules, civil liberties, and human rights. In 
this sense, every prototype, every trial run, and every 
implementation process of a new technology can be 

seen as a chance to ensure that the use of data and 
algorithms will not create (unforeseen) detrimental 
societal effects. Paying attention to the pointers laid 
out throughout this contribution can serve as a start-
ing point that puts law enforcement organizations in 
a position to critically assess and reflect how new and 
emerging technologies can be implemented and used 
in a responsible fashion. In the end, it should be in the 
interest of society not to undercut the capacities of law 
enforcement. But just as well, law enforcement organi-
zations should have a strong interest to respect demo-
cratic rules, civil liberties, and human rights.
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Abstract
The challenge for internal security practitioners including law enforcement and the justice sector is to determine 
how to capitalise on the opportunities offered by Artificial Intelligence (AI) and Machine Learning to improve the 
way investigators, prosecutors, judges or border guards carry out their mission of keeping citizens safe and render-
ing justice while, at the same time, safeguarding and demonstrating true accountability of AI use towards society. 
The AP4AI (Accountability Principles for Artificial Intelligence) Project addresses this challenge by offering a global 
Framework for AI Accountability for Policing, Security and Justice. The AP4AI Framework is grounded in empirically 
verified Accountability Principles for AI as carefully researched and accessible standard, which supports internal 
security practitioners in implementing AI and Machine Learning tools in an accountable and transparent manner 
and in line with EU values and fundamental rights. The principles are universal and jurisdiction-neutral to offer 
guidance for internal security and justice practitioners globally in support of existing governance and accounta-
bility mechanisms through self-audit, monitoring and review. This paper presents the project approach as well as 
current results of the project and their relevance for the internal security domain..
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Introduction

Artificial Intelligence (AI) has become a versatile tool 
in the arsenal of internal security actors such as law 
enforcement agencies (LEAs) as it can offer effec-
tive means to protect society and save lives, e.g., by 
improving police performance and efficiencies. It 
finds application in a wide range of fields such as the 
pre-processing of unstructured data, machine transla-
tion, named entity extraction, image classification, the 
early detection of unusual patterns (e.g., in the context 
of cybercrime, child sexual exploitation or counter 
terrorism challenges), the fast identification of poten-
tial threats amongst massive amounts of data points 
(such as faces in a crowd or the assessments of insider 
threats) or the deployment of smart autonomous vehi-
cles to secure events or borders. AI can further support 
strategic forecasting of crime trends. AI capabilities 
may thus provide crucial support for LEAs across core 
functions of their work.

At the same time, AI use in the internal security sec-
tor also give rise to concerns and fears in some parts 
of society. Negative societal reactions are often based 
on a perceived lack of transparency of AI technolo-
gies and their usage, as well as fears of biased deci-
sion making (e.g., around gender or ethnicity) which 
may disproportionally affect certain groups in society. 
Also, a perceived mis- or over-use of AI can threaten 
the legitimacy of law enforcement efforts. Examples 
are campaigns such as ‘Reclaim Your Face’, ‘Campaign 
Against Advanced AI’ or even ‘Stop Killer Robots’.2 From 
a fundamental rights standpoint, scholars and policy-
makers (EU Commission, 2020) point to potential ad-
ditional risks of AI use by LEAs, especially to the rights 
to privacy and data protection, freedom of expression 
and association, non-discrimination and the rights to 
an effective remedy and fair trial. 

Important legislative processes are ongoing.3 Yet, prac-
tical guidance for internal security practitioners on the 
best ways to apply evolving norms is still lacking. Also, 
the question of establishing legitimacy is not made 
easier by a dearth of governance models focused on AI 
deployments by internal security practitioners (Babuta 
et al., 2018).

2 Reclaimyourface.eu; https://twitter.com/againstASI; https://www.stopkillerrobots.org

3 The European Commission launched a new 10-year economic strategy, called Europe 2020, to boost European economy and promote 
a smart, sustainable and inclusive growth, based on a greater coordination of national and European economic policy. One of the main 
priorities for the EU is to create “A Europe fit for digital age”, where the development of trustworthy AI plays a crucial role.

The solution cannot be to reject AI. Rather solutions are 
needed which ensure that societal, legal, ethical and 
operational requirements equally inform and support 
the potential of AI to enhance LEA and judicial mis-
sions and actions. For this to happen, a reproducible 
but adaptive mechanism is needed to accomplish and 
sustain this ambition. 

The Accountability for AI (AP4AI) Project develops solu-
tions to help internal security practitioners across the 
full AI lifecycle, i.e., research, design, assessment, review 
and revision of AI-led applications as well as the evi-
dencing of appropriate AI usage in case of challenges. 
The solutions aim to be both internally consistent and 
externally compatible with the respective jurisdictions 
of widely differing organisations in the internal securi-
ty domain, while safeguarding AI accountability in line 
with EU values and fundamental rights. To this end, 
AP4AI offers a Framework for security and justice prac-
titioners which integrates central indefeasible tenets 
that, if adopted, will provide practitioners, legal and 
ethical experts as well as citizens with a high degree of 
reassurance and redress. In this way, the AP4AI Frame-
work will allow practitioners to capitalise on available 
AI capabilities, whilst demonstrating meaningful ac-
countability towards society and oversight bodies.

AP4AI objectives and products

AP4AI will deliver concrete products to support inter-
nal security practitioners in their deployment of AI:

•  A robust set of agreed and validated Accountability 
Principles for AI, which integrate practitioners’ as 
well as citizens’ positions on AI;

•  Implementation guidelines and toolkit including 
supporting software tool to give practitioners and 
oversight bodies practical, actionable compliance 
and assessment tools to assess and review AI capa-
bilities from design to deployment;

•  Training and policy briefings for the internal secu-
rity community and oversight bodies on how to 
apply the AP4AI Framework, as well as broader in-
sights from AP4AI research;
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•  A set of reports and documentation as reference 
for the internal security and judiciary community, 
as well as oversight bodies and the public;

• Engagement with national and EU-funded projects 
to inform ongoing and future research efforts on 
AI with respect to AI Accountability needs and ap-
plications.

AP4AI partners

The AP4AI Project is jointly conducted by CENTRIC and 
Europol and supported by Eurojust, the EU Agency for 
Asylum (EUAA), the European Union Agency for the 
Operational Management of Large-Scale IT Systems in 
the Area of Freedom, Security and Justice (eu-LISA) and 
the EU Agency for Police Training (CEPOL) and advised 
by the EU Agency for Fundamental Rights (FRA) in the 
framework of the EU Innovation Hub for Internal Se-
curity.

Why Accountability as guiding principle?

AP4AI focuses on accountability as a guiding stand-
ard under the premise that in the field of security and 
justice, functional AI Accountability is as important as 
the technology itself. Currently no known efforts exist 
that address accountability as a process that manag-
es to integrate the complexities of AI applications in 
the law enforcement and justice sector. There is thus 
a profound accountability gap with respect to societal, 
organisational, legal and ethical aspects to understand 
and sustainably manage the complexities of AI in the 
internal security sector in a way that affords monitoring 
and enforcement towards human-centred AI.

We argue for the primacy of accountability as guiding 
framework for AI use in the internal security domain as 
it is the only concept that binds organisations to en-
forceable obligations and thus provides a foundation 
that has actionable procedures at its core. The notion 
of accountability therefore offers vital benefits com-
pared to other instruments and frameworks. 

Accountability comprises in itself the three aspects of 
monitoring, justification and enforcement (Schedler, 
1999), and in a legal perspective is defined as the “ac-
knowledgement and assumption of responsibility for 
actions, decisions, and their consequences” (Thomas 

Reuters Practical Law, 2021). It thus has at its very core 
the notion of negotiation across disparate legitimate 
interests, the observation of action and consequences 
and the possibility for redress, learning and improve-
ment. The acknowledgement of disparate legitimate 
interests is of particular relevance for AI capabilities in 
the internal security domain, where safeguarding one 
section of society may potentially infringe on rights 
and freedoms of others.

Accountability is a practical mechanism as it is bound 
to enforceable obligations and thus actionable. Using 
AI Accountability as framework hence ensures that le-
gitimate interests (as well as concerns, fears and hopes) 
of stakeholders are factored in and engaged with 
throughout the full decision-making process about AI 
capabilities in the internal security domain. Using ac-
countability as primary lens reinforces an organisation’s 
responsibility to act in accordance with the legitimate 
expectations of diverse stakeholders and the accept-
ance of the consequences – legal or otherwise – if they 
fail to do so. In this context liability, or rather ‘answer-
ability’,  is the basis for meaningful accountability as it 
creates a foundation for the creators and users of AI to 
ensure that their products are not only legally fit for the 
legitimate purpose(s) for which they are deployed but 
also invite scrutiny and challenge and accept the con-
sequences of using AI in ways that communities may 
find morally or ethically unacceptable. There is further 
the responsibility to ensure the avoidance of misuse 
and malicious activity in whatever form by both the 
relevant security practitioners and their contractors, 
partners and agents.

AP4AI approach to accountability

AP4AI’s approach to accountability is shaped by two 
tenets: firstly, accountability as a process; secondly, ac-
countability as a network of mutual obligations.

1. Accountability as a process: Accountability can be 
defined as a responsibility for the fulfilment of obli-
gations towards one or multiple stakeholders, in the 
understanding that not meeting these obligations 
will lead to consequences. To create accountability 
requires several steps from defining what someone 
(a person, organisation or group) is accountable for 
and to whom to setting clear parameters by which 
to measure fulfilment of obligations and linking 
them to consequences, monitoring progress, dis-
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pensing consequences and redressing divergences. 
Any divergences need to be identified as early as 
possible, as scholars have rightly claimed that rely-
ing on “the big red button” as emergency stop is 
insufficient (Arnold & Scheutz, 2018). AP4AI, there-
fore, builds its AI-focused accountability process as 
procedure parallel to the AI system lifecycle starting 
from initial idea to the potential decisions for the 
system’s retirement as well as the need to evidence 
appropriate use. This process perspective ensures 
that accountability is not a ‘one-off exercise’ but an 
ongoing effort of justification, monitoring and en-
forcement. In this way, accountability becomes sol-
idly embedded into internal security applications of 
AI from start to end.

2. Accountability as a network of mutual obligations: 
Accountability is a relational concept in that obliga-
tions are directed towards particular stakeholders or 
groups. In a security context, discussions of account-
ability tend to be focused on police accountability 
towards citizens. This is insufficient given the com-
plexity and the scale of effects security applications 
of AI have on individuals, communities, societies 
and organisations (LEAs and others) as well as on lo-
cal, national and international levels. AP4AI acknowl-
edges this complexity by extending accountability 
into a network of mutual obligations. For instance, 
the ethical and lawful development of AI will need 
to take into account not only a legitimate expecta-
tion that data will be provided by internal security 
actors as part of the latter’s accountability towards 
civil society, but also situations whereby LEAs de-
pendent upon citizens’ data. The creation of such 
relationships may well carry a legitimate expecta-
tion on behalf of internal security actors that citi-
zens will attract some degree of accountability for 
the data they contribute. Accountability obligations 
do therefore not only flow from internal security ac-
tors to citizens but also the other way around. In the 
same way, LEA organisations and their personnel 
have mutual obligations (for example, safeguarding 
officers’ long-term employability on the one hand 
and adherence to fair procedures in decision-mak-
ing on the other).

The primary challenge to the implementation of AI 
accountability in the internal security domain is that 
there is little clarity on what AI Accountability means 
in a societal, legal, ethical and operational sense. While 
organisational accountability in policing is a widely 

discussed concept (e.g., UNODC, 2011), at present no 
firm definition of accountability in the context of AI in 
the internal security domain exists. Also, currently no 
clear legal definition of ‘accountability’ in the EU juris-
prudence (where it is rather a principle as evident in 
the GDPR) is available. Unsolved remains further how 
accountabilities interrelate throughout the process of 
an AI system’s lifecycle including the development of 
disparate AI tools, applications and platforms for prac-
titioners. 

AP4AI offers a definition of AI Accountability by put-
ting forward 12 constituting principles that together 
describe the scope and content of AI Accountability in 
the internal security domain.

Defining AI Accountability in the internal 
security domain: The AP4AI Principles

AP4AI puts forward 12 Accountability Principles which 
define the requirements that need to be fulfilled to 
assure Accountability for AI utilisation in the internal 
security domain. The 12 Principles are the foundation 
on which all other AP4AI activities and solutions are 
built. The following list provides the overview of the 
12 Principles:

1. Legality: Legality means that all aspects of the use 
of AI should be lawful and governed by formal, 
promulgated rules. It extends to all those involved 
in building, developing and operating AI systems 
for use in a criminal justice context. Where any 
gaps in the law exist, the protection and promotion 
of fundamental rights and freedoms should pre-
vail. 

2. Universality: Universality provides that all relevant 
aspects of AI deployments within the internal secu-
rity community are covered through the accounta-
bility process. This includes all processes, including 
design, development and supply, domains, aspects 
of police mission, AI systems, stages in the AI lifecy-
cle or usage purposes. 

3. Pluralism: Pluralism ensures that oversight involves 
all relevant stakeholders engaged in and affected 
by a specific AI deployment. Pluralism avoids homo-
geneity and thus a tendency or perception for the 
regulators to take a one-sided approach.  
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4. Transparency: Transparency involves making avail-
able clear, accurate and meaningful information 
about AI processes and specific deployment perti-
nent for assessing and enforcing accountability. This 
represents full and frank disclosure in the interests of 
promoting public trust and confidence by enabling 
those directly and indirectly affected, as well as the 
wider public, to make informed judgments and ac-
curate risk assessments.

5. Independence: Independence refers to the status of 
competent authorities performing oversight func-
tions in respect of achieving accountability. This ap-
plies in a personal, political, financial and functional 
way, with no conflict of interest in any sense.

6. Commitment to Robust Evidence: Evidence in this 
sense refers to documented records or other proof 
of compliance measures in respect of legal and oth-
er formal obligations pertaining to the use of AI in 
an internal security context. This principle demon-
strates as well as facilitates accountability by way 
of requiring detailed, accurate and up to date re-
cord-keeping in respect of all aspects of AI use.

7. Enforceability and Redress: Enforceability and re-
dress requires mechanisms to be established that 
facilitate independent and effective oversight in 
respect of the use of AI in the internal security com-
munity, as well as mechanisms to respond appropri-
ately to instances of non-compliance with applica-
ble obligations by those deploying AI in a criminal 
justice context.

8. Compellability: Compellability refers to the need 
for competent authorities and oversight bodies to 
compel those deploying or utilizing AI in the inter-
nal security community to provide access to neces-
sary information, systems or individuals by creating 
formal obligations in this regard. 

9. Explainability: Explainability requires those using AI 
to ensure that information about this use is provid-
ed in a meaningful way that is accessible and easily 
understood by the relevant participants/audiences.

10. Constructiveness: Constructiveness embraces the 
idea of participating in a constructive dialogue with 
relevant stakeholders involved in the use of AI and 
other interested parties, by engaging with and re-
sponding positively to various inputs. This may in-

clude considering different perspectives, discussing 
challenges and recognising that certain types of 
disagreements can lead to beneficial solutions for 
those involved.

11. Conduct: Conduct governs how individuals and or-
ganisations will conduct themselves in undertaking 
their respective tasks and relates to sector-specific 
principles, professional standards and expected be-
haviours relating to conduct within a role, which in-
corporate integrity and ethical considerations. 

12. Learning Organisation: Learning Organisation pro-
motes the willingness and ability of organisations 
and people to improve AI through the application 
of (new) knowledge and insights. It applies to peo-
ple and organisations involved in the design, use 
and oversight of AI in the internal security domain 
and includes the modification and improvement 
of systems, structures, practices, processes, knowl-
edge and resources, as well as the development of 
professional doctrine and agreed standards.

Together the above AP4AI Principles constitute a uni-
versal, empirically validated Framework for AI in the 
law enforcement and justice sector to fundamentally 
assess and enforce legitimate and acceptable usage of 
AI by the internal security community.

Development of the AP4AI Principles

The principles were developed in an exploratory ‘bot-
tom-up’ manner. This means principles were identified 
and refined by engaging directly and intensely with 
the people who are either using, designing, regulating 
or are affected by AI in an internal security context, i.e., 
practitioners in the security, policing and justice do-
main, oversight bodies, law makers, industry, research-
ers and research institutions, as well as citizens.

The project is conducted in three cycles which are im-
plemented as consecutive steps for the exploration, in-
tegration and validation of findings. The sequential ap-
proach was chosen to ensure the robust development 
and validation of the AP4AI Framework and products. 
The three cycles are:

• Cycle 1 – Development of the AP4AI Principles (com-
pleted): The first cycle consisted of two activities: (a) 
a review of existing frameworks aiming to guide or 



52

European Law Enforcement Research Bulletin – Special Conference Edition Nr. 6

regulate AI and (b) expert consultations with sub-
ject-matter experts from law enforcement, justice, 
legal, fundamental rights, ethical and technical 
fields identified by the AP4AI partners. Results of 
the expert consultations are reported in the AP4AI 
Summary Report on Expert Consultations (Akhgar et 
al., 2022a).

• Cycle 2 – Citizen consultation for validation and 
refinement of the Principles (completed): An online 
consultation was conducted in 30 countries (all 27 
EU members states, UK, USA and Australia, resulting 
in answers from 6,774 participants) to collect citizen 
input on the AI Accountability Principles developed 
in Cycle 1, as well as insights into possible account-
ability mechanisms. A blueprint was published on 
the basis of the results, including preliminary results 
of the citizen consultation (Akhgar et al., 2022b).

• Cycle 3 – Expert consultation for validation and con-
textualisation of the AP4AI Framework (ongoing): 
The AP4AI Framework goes through continued val-
idations by subject matter experts using structured 
feedback collection, hands-on implementation 
workshops, as well as case creation for the opera-
tionalisation of the Framework into practice. 

AP4AI was from the start conceptualised with an in-
ternational focus. The international focus is required 
as AI use in the internal security domain – whether at 
practitioner or citizen level – is strongly affected by the 
national contexts in which AI capabilities are deployed. 
The project has so far brought together expertise from 
experts and citizens across 32 countries. 

The chosen methodology, which integrates security, 
legal, ethical as well as citizens’ perspectives by design, 
allows AP4AI to develop a robust and application-fo-
cused Framework that offers a step-change in the ap-
plication of AI by the internal security community.

High-level view on AP4AI implementation

From the outset, the AP4AI Project aimed at translating 
the Accountability Principles (as the conceptual rep-
resentation of AI Accountability requirements) into ac-
tionable steps and processes in support of internal se-
curity practitioners. This translation step into guidance 
for practical application is the second core element 
of the AP4AI Framework. To this end, each of the 12 

Principles has been contextualised for AI deployments 
within the internal security domain, providing legal 
and practical consideration, as well as examples (see 
section on ‘Principle-specific guidance’). The tangible re-
alisation of the Principles is demonstrated through the 
provision of an implementation container – the AI Ac-
countability Agreement – which will serve as a universal 
mechanism for the implementation of the principles. 
It further offers concrete accountability narratives that 
will permit flexibility for local implementations at the 
organisational level.

AI Accountability Agreement (AAA)

AP4AI advocates for an AI Accountability Agreement 
(AAA) that specifies formal and implementable pro-
cesses for the implementation of the Accountability 
Principles for different applications of AI within the in-
ternal security domain. 

An AI Accountability Agreement (AAA) should be 
viewed as a social contract underpinned by legal obli-
gations between internal security organisations and its 
stakeholders including citizens, oversight bodies, sup-
pliers, consumers of AI services (e.g., other agencies) 
and others, as applicable. The AAA should address all 
AP4AI Principles and their realisation in an operational 
setting for the specific application of AI. The AAA can 
thus be understood as an implementation container or 
reference architecture, which drives the implementa-
tion of the 12 Principles in a practical and operational 
setting within internal security organisations. It hence 
serves as a mechanism to bring the abstract nature of 
the Principles into the implementable environment of 
internal security organisations and their wider ecosys-
tem (e.g., oversight bodies and government agencies). 

Every AAA should clearly set out and formalise the fol-
lowing four steps:

1. The accountability must-haves (non-negotiables), 
should-haves and could-haves within the specific 
application of AI;

2. Definition of who will be Responsible, Accountable, 
Consulted and Informed (RACI index) in relation to 
each of the AP4AI Principles for each application 
of AI and who has been Consulted and Informed 
about the purpose and development of the AI ap-
plication (with a summary of what they have said);
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3. The materiality thresholds and tolerances to allow 
for practical variance (dates, changes in personnel, 
etc.), the range of acceptability and for assessing the 
proportionality of disclosure, consultation, and pub-
lishing of information;

4. The process that must be followed before making 
any variation to the specific application of AI.

In order to pave the way for the implementation of the 
12 Accountability Principles, AP4AI utilises the concept 
of Materiality. Materiality is an assessment of the relative 
impact that something may have on accountability 
within the context of an application of AI in the internal 
security ecosystem. Materiality allows to set materiality 
thresholds, i.e., impacts below which AI Accountability 
processes may be required only to a limited extend or 
not at all. Material thresholds acknowledge that the 
material importance and impact of a specific AI ca-
pability or application will very much depend on the 
nature of the AI project (e.g., automating the logistics 

of ordering police uniforms versus calculating potential 
re-offending of a person to inform a bail decision). 

The AAA is designed to be created and validated pri-
or to any programme of work that encompasses the 
application of AI. Each application of AI involves one 
or more stages of the AI lifecycle: scoping, planning, 
research, design, development, procurement, custo-
misation, deployment, modification, maintenance and 
decommissioning. It can also be employed for evi-
dencing the appropriate use of AI capabilities in case 
of challenges. 

To achieve this, the AAA must include, as a baseline, 
the four components: context, scope, methodology, 
and accountability governance. Each phase in the AAA 
should adopt the application of all 12 Principles and 
use them as a milestone to progress to the next stage. 
Figure 1 gives an overview of the stages involved in the 
development of an AI Accountability Agreement.

Figure 1. Stages of development for an AI Accountability Agreement (source: Akhgar et al., 2022b)
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Principle-specific guidance

Next to the AAA as overarching mechanism, AP4AI 
further provides structured, semantic representation 
guidance on each of the individual Accountability 
Principles. The template used to present each princi-
ple consists of eight elements which collectively pro-
vide the core requirements for its implementation. The 
template is designed in a way that it can be extended 
and refined throughout the AP4AI Project yet maintain 
its conceptual foundation which is grounded in the 
evidence-based research conducted previously as well 
as the input from expert and citizen consultations de-
scribed above. The granularity (e.g., set of purposeful 
questions) and visual representation of the ‘implemen-
tation guide’ for each principle supports the develop-
ment of practical guidance and application mecha-
nisms such as a dedicated software tool.

In detail, the guide consists of the following elements 
for each Principle:

• Name: principle name

• Meaning: provides the principle’s definition con-
textualised for AI and the internal security domain

• Materiality threshold: offers an assessment of 
the relative impact that something may have on 
accountability within AI development or utilisation 

• Examples of applicable law: lists examples of 
applicable law pertinent to AI Accountability in the 
internal security domain

• Note on Human Right Impact Assessment 
(HRIA): provides an initial direction for HRIAs and 
alerts the reader about the pivotal role of HRIAs in 
the context of AI Accountability Principles

• Note on Data Protection Impact Assessment 
(DPIA, where applicable): alerts the reader to le-
gal and ethical requirements of conducting a DPIA 
and, where applicable, a Privacy Impact Assess-
ment (PIA)

• Implementation guide: identifies the processes, 
activities, tasks, documentations, assessments, ac-
tions and communication needed for the realisa-
tion of the principle 

• Operational considerations: provides clarifica-
tion and further consideration about implementa-
tion of the principles for the operational environ-
ment

Figure 2 provides an example of the implementation 
guide and operational considerations for the principle 
“Constructiveness”.
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Figure 2. Illustration of the implementation guide and operational considerations for the Constructiveness principle (source: 
Akhgar et al., 2022b)

Operational considerations: It may be useful to pre-emptively document how particular issues will be dealt with, for exam-
ple, who is accountable for fixing critical flaws in the AI system should they occur. Security practitioners and oversight bod-
ies should have mechanisms and resources in place to ensure a constructive outcome is given in a reasonable time period.

Next steps and outlook
The main aim of the AP4AI Project is to offer concrete 
and practical tools that support LEAs and justice practi-
tioners in assessing and evidencing the accountability 
of current and future AI capabilities as well as to enrich 
ongoing policy and legal discussions. 

Our currently ongoing work focuses on:

• Further validation and instantiation of the AI Ac-
countability Agreement using real examples and 
challenges of internal security practitioners;

• Extension of use cases and application scenarios 
for AI deployments (most critically CSE/CSEM, cy-
ber-dependent crime, serious and organised crime 
activities including cross-border issues, harmful in-
ternet content such as terrorist generated internet 
content, protection of public spaces and commu-
nities, terrorism related offences, financial crime, 
procurement of AI solutions by internal security 
practitioners, research and development for AI ei-
ther by the internal security actors or a third party 
intended to create the solution to be deployed for 
the internal security domain);
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• Development of a software application as a support-
ing mechanism for the implementation of AP4AI;

• Input into ongoing policy and legal discussions. 

Conclusions

The AP4AI Project is guided by an enabling philosophy. 
The fundamental premise which drives AP4AI and its 
outcomes is that AI is a critical and strategic asset for 
internal security practitioners. It thus aims to support 
internal security practitioners in the appropriate and 
legitimate management of AI capabilities, both before 
and during AI deployments. 

The AP4AI Framework is specifically designed for secu-
rity and justice practitioners, including LEAs, and offers 
validated AI Accountability Principles as a fundamental 
mechanism to assess and enforce legitimate and ac-
ceptable usage of AI. The AP4AI Project has the ambi-
tion to become a globally known standard of quality 
for the research, design, development and deployment 
of accountable AI use in the internal security domain. 

The core foundation of the AP4AI Project is that of po-
licing by consent whereby the burden of trust as a mu-
tual obligation between police and society is enshrined 
within the notion of accountability. The challenge for 
internal security practitioners is how to capitalise on 
new technological capabilities that derive from AI in re-
sponse to societal expectation and demands while, at 
the same time, demonstrating true accountability and 
compliance, assuaging societal concern at the use of ad-
vanced technology such as AI and automated process-
ing. AP4AI aims to offer solutions to this complex issue 
for organisations within the security and justice sector.
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Abstract
This article addresses the varying levels of training preparedness and legal challenges facing the American local 
law enforcement agencies in the Digital Age. From the example of the New York City Police Departments’ multi-
ple units like: the SMART Unit (Social Media and Research Team), Real Crime Unit, Domain Awareness and Vehicle 
Recognition Unit to the overview of the majority of smaller police departments that have very limited, if any, type 
of preparedness. The majority of police departments in the United States are staffed with less than 50 sworn of-
ficers and the Digital Age policing challenges are numerous and addressed in a very uneven manner. However, 
the larger departments, like the N.Y.P.D., can provide a template for a more professional and effective response. 
Finally, in addition to the different modalities of numerous tactical responses embedded in the creation of the 
specialized units, there are challenges related to the legal aspects of these initiatives. Some of the legal challenges 
facing the specialized unit are discussed, focusing on the hurdles in obtaining legal subpoenas for the informa-
tion posted on various social media platforms like the Instagram, Facebook and Snapchat. A template for proper 
proactive preparedness concludes this overview.

Keywords: Digital policing; North American policing; preparedness; digital interoperability; tactical response

Introduction

Policing in the ‘Digital Age” is a somewhat obsolete 
concept in the year 2022. According to Goodwin (2016), 
the digital era, in all business like environments (which 
would include policing as well) commenced over 
a decade ago and right now we actually seem to be 
well immersed in the mid-digital environment. Good-
win further identifies three distinct stages of digital de-
velopment:

• Pre-digital age – At first, the pre-digital age evolved slow-
ly. Products became digitized. Photos became bits. 
Knowledge moved from encyclopedias to Wikipedia. 
The phone book became an online directory. Printed 
magazines became websites. This first age was all about 
physical products becoming digital. It led to creative de-
struction in retail, manufacturing and distribution, which 
is where we are now: the mid-digital age.

• Mid-digital – This is a period that straddles the age where 
digital is just becoming accepted into the mainstream, 
and the age where digital is fully immersed into our so-
ciety.
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• Post-digital – Like pre-digital, nobody will think of “dig-
ital” in this age. The concept of it will move into the 
background and, much like oxygen or electricity, we’ll 
understand digital to be transformative yet irrelevant. 
There will be no more Chief Digital Officers in the same 
way that a Chief Electricity Officer doesn’t exist today. 
In the post-digital age, digital technology will be a vast, 
quiet element forming the seamless backbone of life. 
The internet will be a background utility, noticeable only 
in its absence. Smart homes will work. Video will follow 
us around. Content will be paid for… all seamlessly and 
effortlessly (Goodwin, 2016).

Based on the fact that these developmental stag-
es were identified by Goodwin over eight years ago, 
I would argue that we are past the mid-digital stage 
and well into post digital. Thus, looking at police or-
ganizations one needs to ponder if the departments 
themselves realize that they might be late into the 
game that started over a decade ago.

This article provides a brief insight into the level of 
preparedness of some of the 18,000 North American 
police departments, ranging from the largest, the New 
York City Police Department, to the smaller ones, with 
less than 50 sworn officers, while the latter truly rep-
resent the average size of a police department in the 
United States.

Research Questions
While looking at the concept of policing in the digital 
era, one needs to ponder what kind of research ques-
tions we need to answer to arrive at the conclusion 
regarding the level of preparedness of various law en-
forcement agencies. Lack of proper operationalization 
of complex phenomena goes back decades ago, when 
researchers started to look at cyber criminality and law 
enforcement ability to respond in a timely and proac-
tive manner.

Going as far back as over four decades ago, Kupperman 
& Trent (1979) argued that the problem with techno-
logical terrorism has generally been ignored and that 
the United States government is woefully under-pre-
pared to deal with a technological threat. Following 
their premonition into the year 2022, I posit that there 
are a number of vital research questions that need to 
be addressed, in order to arrive at a realistic picture of 
the level of proactive response of the American police 
forces.

These research questions are divided into two cate-
gories, one with a more general focus and the other 
centers on actual case studies. The case studies pro-
vide a perfect backdrop for understanding of the chal-
lenges facing American law enforcement.

• Digital age policing can be divided into crime challeng-
es and, on the other end, preparedness and response - 
do these two align?

• Since January 2022 over 7000 shooting deaths with 
197 mass shootings took place while at the same time 
847,376 complaints of cyber-crime were recorded by 
American police forces, based on the latter, what are the 
local police departments’ challenges/priorities?

• Case study 1: Hudson County, NJ: need versus response – 
do they align?

• Case study 2: New York State: size versus capabilities – do 
they align?

Understanding United States Law 
Enforcement Agencies

In 2016, there were about 100,000 full-time federal 
law enforcement officers in the United States and U.S. 
territories who primarily provided police protection. 
701,000 full-time sworn officers served in general-pur-
pose state and local law-enforcement agencies nation-
wide. However, in 2022, in the aftermath of over two 
years of some extremely negative coverage of the po-
lice profession (Haberfeld et al, 2022), less than 690,000 
remained in state and local agencies, with some pro-
jections that these numbers will decline throughout 
the year, American law enforcement is struggling with 
recruitment of new officers while experiencing an un-
precedented decline in the numbers of its sworn of-
ficers (Young & Sayers, 2022).

An insight into the Decentralized Nature of the 
American Police from NYPD to Chester, NJ from 
In-house to Outsourcing
A quick peak into the way digital crime is handled in 
American law enforcement. Depending on the juris-
diction and any of the 50 states, the following entities 
may be designated as the lead investigative agencies:

• Prosecutors Office

• FBI

• Attorney General

• Homeland Security
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• Joint Terrorism Task Forces (JTTFs)

• Fusion Centers

• And so many more, including local police departments, 
the ones that have the capacity to investigate, which are 
primarily the larges agencies only, like the NYPD (LEMAS, 
2016).

Increase in Digital/Cyber Crimes
• The majority of first response is still in hands of the mu-

nicipal police departments – that outsource the investi-
gations into state and federal agencies

YET

• As the number of cyber-crimes increase the federal and 
state agencies cannot handle the increase

According to the FBI’s Internet Crime Report 2021, a re-
cord 847,376 complaints of cyber-crime were reported 
to the FBI by the public, a seven percent increase from 
2020. The Federal Trade Commission’s (FTC) Consum-
er Sentinel Network took in over 5.7 million reports in 
2021 of which 49 percent were for fraud, and 25 per-
cent for identity theft (Federal Bureau of Investigations, 
Internet Crime Complaint Center, 2022).

From Guttenberg Police Department to Jersey 
City Police Department: A Tale of Two Cities yet 
very similar approach
Guttenberg, New Jersey Police Department, is a local 
Police Department in the State of New Jersey, an inde-
pendent entity, with 22 full time sworn officers, 8 full 
time civilians and 17 part time civilians (Guttenberg Po-
lice Department, 2022). In contrast to one of the largest 
police department in the State of New Jersey, Jersey 
City Police Department with its 975 uniformed officers 
200 crossing guards, and 200+ civilian employees 
dedicated to the safety of Jersey City’s residents and 
visitors (Jersey City Police Department, 2022). Despite 
clear difference in the size of the departments the way 
both handle digital crimes is identical – through out-
sourcing. Both departments reside in the New Jersey 
Hudson County, where the approach to digital crime 
is pretty much uniform through the outsourcing of the 
investigations to the Hudson’s County Prosecutor’s Of-
fice (Haberfeld, 2022).

I interviewed a detective from the Hudson County 
Prosecutor’s Office to obtain a realistic insight into the 
way digital crimes are investigated in the field. The fol-

lowing bullet points summarize the information col-
lected (Haberfeld, 2022).

• NJ county prosecutors oversee major crime investiga-
tions 

• There are 22 Police Departments in Hudson County, 
New Jersey, serving a population of 679,756 people in an 
area of 47 square miles. There is one Police Department 
per 30,898 people, and one Police Department per two 
square miles (Police Departments in Hudson County, 
2022).

• The Prosecutor’s Office receives referrals from other 
police departments in the County. Following the infor-
mation received detectives access, externally, suspects 
Instagram/Facebook accounts. The law enforcement of-
ficers open fake profile accounts, sometimes friend the 
suspect. Needless to say that these investigative tactics 
lead to legal challenges, when the cases end up being 
prepared for the prosecution.

• No warrants are needed to access the suspects account, 
similar to the American legal doctrine: ‘in plain view’ (Le-
gal Information Institute, 2022).

• In the case of parallel investigations in a number of in-
terrelated cases and when there is a probable cause to 
suspect a more intricate investigation, detectives peti-
tion the court for “communication data warrant “ which 
allows them to extract all the information from suspect’s 
profile like: chat messages, videos, photographs, etc., as 
well as all the data related to the IP addresses, where the 
illegal images come from. The challenges involved in 
obtaining these warrants are numerous (JD Supra, 2022).

• The next step involves the location of the alleged vic-
tims, providing that these actions reach a level of crim-
inality, the challenges here are, primarily, related to the 
willingness of the alleged victims to cooperate to enable 
the detectives to apply for an arrest warrant.

• In case the alleged victims do not provide enough sup-
port to apply for an arrest warrant, the next step is to in-
itiate a meeting with the suspect which, once again, can 
lead to legal challenges and accusations of entrapment 
(United States Department of Justice, 2022).

• An example of a complicated case included a pervasive 
distribution of sexual images, which according to the de-
tective constitute a bulk of under reported crimes. These 
cases are investigated once or twice a month just in one 
unit. Subsequently, the victims are lured to unknown lo-
cations. One such case involved a 14 years old, who was 
developmentally challenged. The alleged perpetrator 
sent an Uber to bring him to his location, he befriend-
ed the victim through a contact on the Instagram. The 
family intercepted this communication, called the JCPD, 
which immediately referred the case to the Prosecu-
tor’s Office. According to the detective: ”They (the Jersey 
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City Police Department) just don’t have the tools. Assis-
tant prosecutors have to handle it.” (Haberfeld, 2022).

• Finally, the detective pointed out that in the last few 
years there is a huge learning curve facing the inves-
tigators, especially when it pertains to forensic crime 
training: “…they have to catch up on learning all about 
how to conduct the investigation and then the technical 
aspects... (Haberfeld, 2022).

From the NYPD to the Sodus Point Police 
Department
In the neighboring state, the New York State, the dig-
ital crime phenomena is handled slightly different de-
pending, once again, on the size of the department. 
As unusual as it may sound, the Sodus Point Police De-
partment, an independent and one of the almost 600 
autonomous and independent police departments 
in New York State, is comprised of 1 full time police 
officer, 3 part time officers and a civilian (Sodus Point 
Police Department, 2022). On the other end of the 
spectrum, still within the same state of New York, the 
New York City Police Department (NYPD) is the largest 
and one of the oldest municipal police departments in 
the United States, with approximately 36,000 officers 
and 19,000 civilian employees (New York City Police 
Department, 2022). 

The NYPD is divided into major bureaus for enforce-
ment, investigations, and administration. It has 77 pa-
trol precincts with patrol officers and detectives cover-
ing the entire city.

The department also has 12 transit districts to police 
the subway system and its nearly six-million daily rid-
ers, and nine police service areas (PSAs) to patrol the 
city’s public housing developments, which are home 
to more than 400,000 residents.

Additionally, uniformed civilians serve as traffic safety 
agents on the city’s busy streets and highways, and as 
school safety agents, protecting public schools and 
the over-a-million students who attend them ( New 
York City Police Department, 2022).

Needless to mention that the Sodus Point Police De-
partment does not handle its digital crime problems. 
However, the NYPD created a remarkable response to 
the ongoing and increasing rate of web related crimi-
nality.

The New York City Police Department in the 
Digital Age – a Template for Success
Real Time Crime Center and the S.M.A.R.T. UNIT
• Real Time Crime Center is a centralized, technology-driv-

en support center which uses state-of-the-art technolo-
gy, such as facial recognition and link-analysis software, 
to provide instant, vital information to detectives and 
other officers at the scene of a crime.

• T.A.R.U. – Tactical Response – technologically advanced 
support unit.

• The Social Media Analysis & Research Team (S.M.A.R.T.) 
analyzes social media for chatter, videos and relative in-
formation in regards to active investigations.

• The SMART unit also identifies patterns and trends on 
social media such as bullying, gang activity, and types of 
crimes and translates the information into useable intel-
ligence for patrol officers in the field.

• SMART also collects and memorializes this information 
as evidence in police investigations. The unit also offers 
presentations to agencies and the public on the dangers 
and uses of social media (NYPD, 2022).

The S.M.A.R.T. Unit as a Tactical Template

Based on a thorough overview of the NYPD’s tacti-
cal response to the digital crimes, it is recommended 
that other law enforcement departments adopt the 
S.M.A.R.T. units as their tactical template. The benefits 
of this approach are summarized below.

• Every shooting and/or gang related activity reported by 
detectives from each precinct is referred to S.M.A.R.T. 
This approach allows for a tactical alignment of, other-
wise, dispersed criminal patterns.

• This approach allows for identification of digital foot-
prints and the interrelated connections.

• In addition, this approach allows for alignment of infor-
mation and proper connections between different in-
vestigative units.

• Further, it creates a mechanism of effective internal in-
formation dissemination to other units, that might oth-
erwise be not informed.

• The above approaches lead to the elimination of the 
proverbial “linkage blindness” that plaques American 
law enforcement agencies, almost from their inception 
(Brown, 2018).
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How is the knowledge disseminated?

One of the most critical issues that needs to be ad-
dressed in order to enhance law enforcement agen-
cies’ abilities to face, target, and effectively respond to 
digital crimes is directly related to the way knowledge 
about this phenomenon is disseminated to the small-
er and less technology savvy and adapted agencies. 
A White Paper disseminated by Officer.com website, 
one of the American law enforcement publications 
(not peer reviewed but popular with law enforcement 
audience) identifies the following challenges facing 
policing in the era of digital criminality:

• Digital evidence has become an integral part of today’s 
criminal investigations.

• As agencies struggle to adapt to growing volumes and 
complexity of digital data, a new paradigm for digital 
investigations is emerging – one that leverages a mod-
ernized approach to fuel greater collaboration at all lev-
els. When agency teams are able to work together more 
effectively, the quality and speed of their investigations 
can be greatly improved.

• The digital evidence review process can be accelerated 
by empowering investigators and other stakeholders 
to collaborate on evidence review securely in real-time, 
regardless of their physical location, and with tools de-
signed to help them easily find the evidence that mat-
ters across a variety of sources. (Officer.com, 2021.)

Police Chief Magazine 2022 – Awareness is there 
but not the Implementation
Police Chief Magazine, a widely disseminated official 
publication of the IACP (International Association of 
Chiefs of Police), is yet another example of awareness 
to the problem but, not necessarily a solution to the 
field implementation, as the membership in this asso-
ciation is voluntary and only a fraction of American po-
lice executives holds membership in this organization 
and is exposed to its recommendations (Haberfeld, 
2018). Nonetheless, in its May 2022 issue the publica-
tion recommends the following steps to be taken by 
law enforcement agencies to better prepare them for 
the ongoing challenges of digital related crimes:

• Traditional Public Information Offices must evolve into 
aligned, strategic Communications Operations

• Agencies need to get in front of Facial Recognition

• Agencies need to make more use of remote Drone Dis-
patch

• Agencies need to address the opportunities and chal-
lenges of Intelligent Emergency Response (Police Chief 
Magazine, 2022).

Recommendation: In-house versus the 
Outsourcing Approach
Upon the review of the responses to digital policing 
challenges, I would recommend the following steps 
police practitioners and agencies should consider to 
enhance their proactive capabilities and capacities in 
the era of digital policing:

Interoperability – critical in the age of digital 
policing.
Interoperability became a buzz word in the aftermath 
of 9/11. Many practitioners and academics used in term 
to denote lack of proper cooperation between law en-
forcement agencies, especially in the field of technol-
ogy. Prior to 9/11 law enforcement agencies in the US 
operated their radio communications, using different 
frequencies which, in turn, prevented them from com-
municating effectively during times of crises. The 9/11 
Commission identified this problem as one of the fail-
ures of first responders (Falkenrath, 2004). Over twenty 
years later, the implementation of the 9/11 findings is 
still sporadic which, in turn, creates a larger challenge 
in the fight against web based crimes where speedy 
communication between agencies can make a real 
difference in the apprehension of criminal actors and 
disablement of their networks.

An in house unit – allows for proper sharing and 
connectivity
An in house digital crimes investigative unit, while part 
of the overall structure of any given department, can 
quickly and effectively share the information on the 
intranet of the organization and thus enable other 
internal units to make the connections between the 
investigated crime and other reported crimes that are 
currently not classified as internet related. 

When you outsource you miss the connections 
to other serious crimes from Organized Crime to 
terrorism
Related to the above bullet point, the concept of out-
sourcing internet based crimes makes it much harder 
to identify the relevant connections to other serious 
crimes investigated by other units within the police 
organization like the Organized Crime and Counter 
Terrorism. These units are frequently stand- alone units 

http://iacp-nimble.informz.net/z/cjUucD9taT0xMDU2NTg2NSZwPTEmdT0xMTE2ODM5NzI5JmxpPTk0NTc1MDAw/index.html
http://iacp-nimble.informz.net/z/cjUucD9taT0xMDU2NTg2NSZwPTEmdT0xMTE2ODM5NzI5JmxpPTk0NTc1MDAw/index.html
http://iacp-nimble.informz.net/z/cjUucD9taT0xMDU2NTg2NSZwPTEmdT0xMTE2ODM5NzI5JmxpPTk0NTc0OTk5/index.html
http://iacp-nimble.informz.net/z/cjUucD9taT0xMDU2NTg2NSZwPTEmdT0xMTE2ODM5NzI5JmxpPTk0NTc0OTk5/index.html
http://iacp-nimble.informz.net/z/cjUucD9taT0xMDU2NTg2NSZwPTEmdT0xMTE2ODM5NzI5JmxpPTk0NTc1MDAz/index.html
http://iacp-nimble.informz.net/z/cjUucD9taT0xMDU2NTg2NSZwPTEmdT0xMTE2ODM5NzI5JmxpPTk0NTc1MDAz/index.html
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that suffer from what is referred to as organizational 
“linkage blindness” (Sheptycki, 2004).

An in house unit mandates better and ongoing 
training
As one of the detectives interviewed for this article 
mentioned, training for digital crime investigations is 
a huge curve and challenge for many police officers, es-
pecially the ones from the smaller police departments 
where in-service training is rare and usually related to 
some high profile organizational failure (Haberfeld, 
2018). An in house unit would advance the concept of 
a more frequent and updated training, especially in the 
knowledge area that changes so frequently and rap-
idly.

The danger of leader technology illiteracy, and 
the importance of embracing new ideas in a more 
proactive rather than reactive manner
Related to the previous bullet, technological illiteracy, 
from the top of the organizational pyramid up to the 
specialized investigators, can only be addressed prop-
erly in an in house unit as the inability to effectively 
investigate serious crimes has a direct impact on the 
clearance rate of a given organization. In the era of 
laser focus on police effectiveness, the clearance rate 
becomes even more critical for police executives and 
the probability of approval of the more proactive and 
innovative ideas increases contemporaneously with 
the increase of internet based crimes.

Establish specialized units in larger police 
departments
Although the idea of having specialized units that are 
capable of effective investigations of digital crimes is 
a tempting one, in reality only the large police depart-
ment can afford to establish them. However, “larger 
police department” term needs to be re-evaluated 
in terms of the actual staffing numbers. It is probably 
wise to recommend that each unit that exceeds 100 
sworn officers should consider creating a specialized 
digital investigations bureau.

Digital crimes are no longer a domain to 
outsource
As the internet crimes increase in volume, in a manner 
that is highly disturbing, the idea of not been able to 
investigate these law violations within the police or-
ganization is no longer acceptable and appears to be 
obsolete. The times when internet related crimes were 
rare occurrences are long gone.

Need to adapt to crime patterns that are 
increasingly cyber related
Embracing the seriousness, intensity and scope of the 
new crime patterns is an obligation of any police ex-
ecutive who wants to be not just proactive in the re-
sponse to crime patters but, first and foremost, up to 
speed with the daily reactive realities.

Change in recruitment and training need to be 
considered, it is possible that we need more 
technologically savvy officers than ones who can 
do a certain number of pushups in a minute.
While police training in the United States remains far 
behind many of its counterparts around the world, 
and while the calls for reduction of standards for re-
cruitment, selection and training become more of an 
ongoing theme, the numerous police oversight bodies 
need to rethink the tactical and operational needs of 
the local police departments and their capabilities to 
respond effectively to the digital crimes phenomena.

Into the future

From the overview of the state of American Policing in 
the past few years, it appears as if police departments 
are focused more on Police Community relations rath-
er than the digital age threats and challenges, this ap-
proach needs to change before it is too late.

It appears that moving into the proactive approach by 
tomorrow is a misguided approach that is probably 
already too late to be able to deliver any effective re-
sponse. I would posit that, actually, even today might 
be too late! Although not all of the research questions 
posed at the beginning of this article were fully an-
swered, the critically of a proper response has been 
established.

Borrowing from Goodwin’s (2016) advice to business-
es owners it appears that adapting his concept for law 
enforcement agencies is the savvy way to move into 
the future:

“…as we move from the mid- to the post-digital era, the 
advice is simple. Prepare for eventualities. Ensure that your 
business is culturally prepared for what’s to come. Consider 
extremities. Be aware of the bleeding edge. Leave nothing 
off the table ….” (Goodwin, 2016.)
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Figure 1. Introducing the P.E.C. approach to the era of Digital Policing

Time is of essence, this old adage cannot be more rel-
evant than when it comes to the investigations of web 
related crimes. The legal challenges can be enormous, 
the need to prepare ahead of time cannot be over-
states. A thorough familiarization with the local, state 

and federal laws and statues becomes a critical part 
of the preparedness. Ensuring the interoperability and 
law enforcement collaboration cannot be overstated. 
Considering and acting upon international cooperation 
and collaboration is the way forward.
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Abstract
Digitalisation, one of the key elements addressed by CEPOL in law enforcement training, is carried out based on 
the continuing and emerging technological innovations that needs to be given the highest priority across the 
European law enforcement community.
The new European Union Strategic Needs Assessment (EU-STNA), defines the strategic EU-level training priorities 
of law enforcement officials for the next 4-year cycle, 2022-2025, in line with the EMPACT priorities, emphasizing 
the importance of digital skills and use of new technologies, as one of the main horizontal aspects that should be 
addressed in all training activities.
Cyber-attacks, had the highest priority rank, as EU training need, within the Member States, indicating more 
than 7600 officials that would need to be trained. Law enforcement and judiciary authorities would need further 
awareness raising regarding cyber security, cyber-enabled and cyber-dependent crime, but also further improve-
ment in dealing with e-evidence and international cooperation mechanisms.
Taking into consideration the deliverables of the EU-STNA process, CEPOL has further launched a structured train-
ing needs analysis in 2021, the OTNA on Digital skills and the use of new technologies, in order to define the train-
ing portfolio addressing digitalisation of law enforcement for 2023-2025. Amongst most relevant training topics 
of the responding countries, we can highlight the Digital investigations, use of new technologies and digital 
forensics, which would need to be included in law enforcement training activities.

Keywords: digitalisation, digital skills, new technologies, law enforcement training, EU priorities

Introduction

Technological innovations continue to change the 
law enforcement landscape and despite the invest-
ment already made in improving digital skills and the 
use of new technologies for law enforcement officials, 

further efforts in building professionals’ capacity to 
use advanced technology and of deepening their un-
derstanding of how technology is utilized for criminal 
purposes, are still needed, as concluded by CEPOL’s Eu-
ropean Union Strategic Needs Assessment (EU-STNA) 
2022-2025.

mailto:iulian.coman@cepol.europa.eu
mailto:noemi.alexa@cepol.europa.eu
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Recent studies demonstrate that the increased cy-
ber-crime activities, reflects also on the preparedness 
of the law enforcement officials on responding and 
tackling such offenses (e.g. Harkin, and Whelan 2021, 
Bieber 2019). The use of technology remains an impor-
tant feature for serious and organized crime, in a rap-
id evolving digitalised society (ENISA 2021; EUROPOL 
2021) and the specialised training on digital skills is 
important for all police officers. Online criminality is so 
common, that all the law enforcement officials should 
be equipped with the knowledge and skills to under-
stand and proactively fight cybercrime (HMIC, 2015).

Assessment and Analyses of Training 
Needs

Training needs assessments (TNAs) is a strategic and 
organizational process that collects and analyses data 
to support decision makers to improve individuals’ 
performance through training and are considered 
powerful tools to support organizational change and 
development, while supporting adjustments for the 
external stakeholders (Reed & Vakola 2006). The strate-
gic role of the TNAs provide clear gaps in professional 
skills, institutional needs and insufficient knowledge 
and involve different parties to participate, that are di-
rectly or indirectly interested or involved in the training 
process (Ferreira & Abbad, 2013).

At European level, the need for continuous training 
of law enforcement and identifying threats and risks, 
has led different EU Agencies and Institutions to devel-
op and apply TNAs in line with their business needs, 
through complex processes with stakeholders.

EU-LISA, the European Union Agency for the Opera-
tional Management of Large-Scale IT Systems in the 
Area of Freedom, Security and Justice, develops annu-
ally a Training Needs Assessment exercise that is part of 
the development and update of their training courses, 
methodologies, materials and tools.

Europol identifies the priorities in the fight against se-
rious and organised crime through an annual Serious 
and Organized Crime Threat Assessment (SOCTA) that 
uses mixed method involving qualitative and quanti-
tative analysis techniques. The methodology consists 
of two key steps, identification of all threats related to 
serious and organized crimes and secondly the identi-
fication of the key threats. The advantage of Europol in 

this process is that the preliminary analysis that identi-
fies intelligence gaps, is conducted based on the data 
already available within the agency, combined with 
strategic reports from EU partners, EU Member States 
(MS) and other stakeholders. Further questionnaires 
for identifying descriptive data, are sent to the MS and 
other stakeholders. All data is evaluated by using the 
4x4 system.

European Security and Defense College (ESDC) pre-
sented the methodology for its Training Requirements 
Analysis (TRA) in 2020, in line with the EU Global Strat-
egy 2016, Civilian Compact 2018 and EU Policy on 
Training, that consisted of five phases: identifying re-
quirements, research including EU policies/guidelines/
frameworks, questionnaires and interviews, mapping 
of existing security sector reform (SSR) training, anal-
ysis and preparation of high-level training outcomes. 
The TRA concluded in a final report – ESDC Executive 
Academic Board (EAB) Security Sector Reform (SSR) 
Report on Training Requirements Analysis for Civilian 
Common Security and Defense Policy (CSDP) Missions 
that identified existing CSDP civilian training require-
ments and gaps.

In accordance with the Article 3 (2015 Regulation (EU) 
2015/2219),CEPOL is mandated to support, develop, im-
plement and coordinate training for law enforcement 
officials, while putting particular emphasis on the pro-
tection of human rights and fundamental freedoms 
in the context of law enforcement, in particular in the 
areas of prevention of and fight against serious crime 
affecting two or more Member States and terrorism, 
maintenance of public order, in particular international 
policing of major events, and planning and command 
of Union missions, which may also include training on 
law enforcement leadership and language skills.

Pursuant to the Article 4.1 of the Regulation 2015/2219, 
CEPOL is tasked to prepare multi-annual strategic 
training needs analyses and multi-annual learning pro-
grams.

Introduction of the European Union Strategic Needs 
Assessment (EU-STNA) and the Operational Training 
Needs Assessment (OTNA) is one of the performance 
indicators of CEPOL to ensure high quality, multidisci-
plinary, innovative and relevant training and learning 
options, accessible to its target group.
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The EU-STNA aims at assessing strategic training needs 
and address EU priorities in the area of internal securi-
ty and its external aspects, with a view to better coor-
dinate training activities for law enforcement officials 
and avoid duplication of efforts.

As a follow up to this exercise, CEPOL regularly con-
ducts training needs analyses on operational level, on 
the priority topics defined by the EU-STNA. The aim of 
these analyses is to get a detailed understanding of the 
number and profile of officials to be trained as well as 
on the proficiency and urgency level of training to be 
delivered.

EU-STNA Process and Methodology

EU level training activities refer to strands 3 and 4 of the 
Law Enforcement Training Scheme (LETS) as identified 
in Commission Communication COM (2013)172, and 
namely: strand 3 - thematic policing specialism; and 
strand 4 - European Union civilian missions and capac-
ity building in third countries. EU-STNA only looks at 
EU level priorities, as national training (strand 1 of the 
above mentioned LETS) and bilateral/regional training 
cooperation (strand 2 of LETS) remains outside of the 
scope of the exercise. More specifically, the EU-STNA 
aims at identifying those EU level training priorities that 
can help close capability gaps for law enforcement of-
ficials.

It is a collective, EU-wide effort that requires participa-
tion from all stakeholders, so that training providers 
can deliver better, more targeted training to the Euro-
pean law enforcement community on the top priority 
topics.

The Council of the European Union, the European 
Parliament, together with the European Commission 
are the main addressee of the EU-STNA report, which 
provide background for the law enforcement training 
policy development for the upcoming years.

Member States are crucial in the EU-STNA process, as 
their experts assess capability challenges in law en-
forcement and corresponding training needs, and their 
policy makers prioritise those EU training needs. The 
successful implementation of the EU-STNA depends 
on the stakeholder (JHA agencies, EU networks) contri-
butions, who are involved in the different steps of the 
EU-STNA process.

The process of the EU-STNA started with a desk re-
search from key policy documents on EU internal se-
curity issues, followed by clustering on 17 thematic 
categories, one of the categories being Cyber-attacks. 
Further to the desk research, expert consultations were 
held on the available information and a gap analysis 
was conducted to define those areas where EU lev-
el intervention is required and to determine relevant 
training to address the capability challenges identified 
across Member States. EU Member States prioritized 
the final list of training needs, with the opinion of EU 
institutions and relevant agencies.

In October 2021, CEPOL initiated the drafting of the 
EU-STNA Report, which lists the key EU training needs 
and indicates potential training providers. The Report 
was finalised in November 2021, then shared with the 
Directorate-General for Migration and Home Affairs of 
the European Commission (DG HOME).

The mid-term review of possible new threats and train-
ing priorities will be conducted in 2023, more precisely 
during months 27−30 of the EU policy cycle. Finally, the 
evaluation focusing on assessing the impact of the sec-
ond EU-STNA and identifying possible improvements 
for the next cycle, will be carried out by an external 
evaluator, contracted by CEPOL in 2023. Thus, the eval-
uation will be conducted during the first half of 2024 
in order to allow sufficient time for possible method-
ology adjustments and for the alignment of the next 
EU-STNA with the future EMPACT cycle 2026−2029.
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Figure 1: EU-STNA process structure

Findings

The EU-STNA process identified eight core capability 
gaps ( Figure 2) constituting the main areas in which 
law enforcement officials need capacity building 
through training, with digital skills and use of new tech-
nologies, being the most identified in all expert group 

discussions for all thematic areas. Furthermore, 230 
training needs were identified, clustered in 17 thematic 
areas as well as 9 other specific training needs included 
under a separate category. It has to be noted that the 
core capability gaps are relevant for all thematic areas 
of training.

Figure 2: Core capability gaps

Core capability gaps Thematic training areas

o Digital skills and use of new technol-
ogies

o High-risk criminal networks
o Financial investigations
o Cooperation, information exchange 

and interoperability
o Crime prevention
o Document fraud
o Forensics
o Fundamental rights and data pro-

tection

1. Cyber-attacks
2. Criminal finances, money laundering and 

asset recovery
3. Counter-terrorism
4. Trafficking in human beings
5. Drug trafficking
6. Migrant smuggling
7. Child sexual exploitation
8. Online fraud schemes
9. Organised property crime

10. Border management and maritime 
security

11. Firearms trafficking
12. Missing trader intra-community fraud
13. Corruption
14. Excise fraud
15. Intellectual property crime, counter-

feiting of goods and currencies
16. Environmental crime
17. External dimensions of European 

security
18. Other thematic areas

After a thorough desk research of EU policy docu-
ments and strategic reports and series of consultation 
with expert groups, networks and other stakeholders, 
the list of EU-level training needs of law enforcement 
officials was composed and it was sent to prioritisation 
to the MS authorities via a survey. Responders were 
asked to rank the EU level training needs by assigning 
a numerical value that corresponds to its priority (e.g. 
1 means a training need of highest priority, 2 – sec-
ond priority, etc.) by first ranking the main categories 
against each other and after that rank the training 
needs within each thematic category.

After submitting the priority order, in line with the 
EU-STNA methodology the ranking has been weighted 
(multiplied) by the coefficient equal to the proportion 
of the country’s representation in the European Parlia-
ment. The final list of priorities is therefore reflecting 
the sum priority scores given by the Member States.

The highest priority has been given to the need for 
digital skills and the use of new technologies. Tech-
nological innovations continue to change the law en-
forcement landscape, and the related training needs 
have been revealed by the process of identifying the 
core capability challenges across the European law en-
forcement community.
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Figure 3: List of training needs for digital skills core capability gap

Digital skills and use of new technologies

Cybersecurity fundamentals for EU officials’ everyday use (cyber hygiene, cybersecurity guidelines, secure exchange of information, 
physical security).

Raising awareness of the most important cyber-threats (e-mail based attacks, web-based attacks, DDoS attacks, social media scams). 
Understanding the cybersecurity challenges from the modern technologies, like AI or 5G.

Better, modern and validated tools and training materials for tackling activities related to disinformation and fake news that are consid-
ered as crime or could lead to crime and are supported by advanced digital technologies.

Digital investigation: OSINT, dark net, cyber threat intelligence (CTI) knowledge management, decryption, use of AI, big data analysis, 
quantitative and qualitative analysis methods, internet of things, advanced use of camera systems, drones, exoskeletons and speech 
processors, big data analysis for prediction of criminal behaviour, cryptocurrencies

Digital forensics

Victims’ protection

Fundamental rights and data protection

Member States have indicated that at present a total of 
110 368 law enforcement officials would need EU-level 
training in the areas identified, with 7 659 officials in the 
area of cyber-attacks, for all training needs (Figure 4).

The key training priorities relate to the modi operandi 
and investigation techniques of cyber-attacks. Digital 

skills of law enforcement officials and the judiciary as 
well as their ability to deal with e-evidence need sub-
stantial improvement through training. Investigators 
should benefit from training on the operation of crim-
inal networks and on national and international coop-
eration mechanisms. Besides investigators, cybercrime 
analysts should also be trained.

Figure 4: List of identified and prioritized training needs for cyber-attacks

Cyber-attacks

1 Investigating cyber-attacks on information systems and modus operandi: analysing latest cyber-attacks and EU emergency 
response; developing alternative investigation techniques and EU tools, including their use

2 Latest challenges for dealing with encryption, anonymisation and bulletproof hosting services

3 Identifying, handling, securing, preserving, analysing and exchanging e-evidence

4 Combatting crime-as-a-service used by criminals and criminal groups in illegal activities

5 Effective international cooperation

6 Protocols to tackle large-scale cyber-attacks

7 Raising awareness of cyber-attacks for EU agencies, law enforcement agencies and the public, including a coordinated approach 
for prevention; cyber-enabled and cyber-dependent crime awareness, cyber threats and cybercrime investigation

8 Big data analysis

9 Blockchain analysis

10 Using artificial intelligence, machine learning and deep learning in cybercrime investigation

11 Cybercriminal profiling and motivation analysis

12 Fundamental rights such as human dignity, non-discrimination, gender equality, privacy and data protection

OTNA Process and Methodology

The CEPOL Regulation mandates the Agency to incor-
porate training needs assessments and analyses in its 
planning. CEPOL completed the second EU Strategic 
Training Needs Assessment (EU-STNA) in 2021, identi-
fying strategic level training priorities for law enforce-
ment officials across Europe for the next 4-year cycle 

2022-2025 of the European Multidisciplinary Platform 
Against Criminal Threats (EMPACT). In order to analyse 
the particular training needs in more details, CEPOL is 
conducting the OTNAs.

The OTNA methodology is a complex approach to op-
erational level analysis aiming at getting a detailed pic-
ture of training needs of a given thematic priority from 
relevant experts in Member States. The OTNA method-
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ology is applied to core capability gaps and thematic 
training priorities as defined in the EU-STNA. It collects 
data on:

• subtopics to be addressed by training;

• proficiency level of training needed;

• urgency level of training needed;

• number of participants who would need the training;

• profile of participants who would need training.

Outcomes of the OTNAs are valid for 3 years; a mid-
term OTNA review as well as certain ad-hoc TNAs may 
be performed to address the emerging training needs 
and new developments.

Figure 5: OTNA process structure

1. Prepare OTNA 
launch 2. Perform OTNA 3. Compile OTNA 

report

September
Year N-2

Oct Year N-2 – 
Jan Year N-1

Feb - May
Year N-1

4. Execute OTNA 
findings

June - Sept 
Year N-1

5. Present OTNA 
report/Training 

Portfolio

October 
Year N-1

Findings

In December 2021, CEPOL launched an online survey 
built around the strategic training priorities defined in the 
EU-STNA. In order to collect relevant data, the survey was 
addressed to direct contact points of 26 Member States 
and EU structures dealing with the subject of the OTNA. 
Data was collected between 21 December 2021 and 2 Feb-
ruary 2022, resulting in 45 individual answers from different 
law enforcement agencies and EU structures of 21 different 
MS, reportedly representing more than 15252 law enforce-
ment officials. Considering the representativeness of the 
sample in terms of MS, 81 % response rate can be seen as 
a good level of responsiveness for a survey research, in this 

case, intended to represent the European law enforcement 
community (CEPOL 2022, OTNA Report on digital skills and 
the use of new technologies).

Based on the analysis of the collected data, the report 
describes training priorities in the area of Digital skills 
and the use of new technologies for 2023-2025.

All responses indicated clear relevance for the scope 
of activity, the most relevant main topics (out of the 12 
individual topics) for law enforcement officials in this 
area were related to digital investigations, use of new 
technologies and digital forensics.

Figure 6: Relevance of main topics
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Respondents indicated that 9607 officials would need 
training on the prioritized main topics in 2023. Based 
on the volume of trainees communicated by the re-
spondents, notably highest need for training is at 

awareness level. Second highest number of potential 
participants divides almost equally between practi-
tioner and advanced practitioner.

Figure 7: Proficiency levels and number of participants of all institutions

Proficiency level Number of participants (median) Number of participants (actual)

Awareness 3081 131780

Practitioner 2054 67104

Advanced practitioner 2080 28275

Expert 1469 10985

Train-the-trainer 923 2306

Total 9607 240450

Conclusions

Based on the analysis of the collected data, the report 
describes training priorities in the area of Digital skills 
and the use of new technologies for 2023-2025.

Future trainings should target practitioners and ad-
vanced practitioners (online modules or online cours-
es) in the area of use of new technologies (artificial 
intelligence and big data analysis) and disinformation 
and fake news (deep fakes). For the awareness level, 

webinar and e-lessons should be developed, in the 
area of use of new technologies (illegal use of drones, 
use of cameras, 5G, automotive) and disinformation 
and fake news (detecting tampered evidence).

All the results indicate that the demand for training in 
terms of topics and volume of potential trainees is high 
and flexible learning solutions are needed for further 
preparing the law enforcement officials for the digital 
era.
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Abstract

The INSPECTr project aims to produce a proof of concept that will demonstrate solutions to many of the issues 
faced by institutional procedures within law enforcement agencies (LEAs) for combating cybercrime. Unlike many 
other H2020 projects, the results of INSPECTr will be freely available to stakeholders at the end of the project, 
despite having a low technology readiness level. It is imperative that LEAs fully understand the legal, security 
and ethical requirements for using disruptive and advanced technologies, particularly with a platform that will 
provide AI assisted decision making, facilitate intelligence gathering from online data sources and redefine how 
evidential data is discovered in other jurisdictions and exchanged. However, INSPECTr will also require the support 
of stakeholders beyond the scope of the project, in order to drive further development and investment towards 
market-readiness. The development of a robust capacity building program has been included in the project to 
ensure that LEAs can confidently use the system and that they fully understand both the pitfalls and the potential 
of the platform. During our training needs analyses, various European instruments, standards and priorities are 
considered, such as CEPOL’s EU Strategic Training Needs Assessment, the course development standards estab-
lished by ECTEG and Europol’s Training Competency Framework. With this research and through consultation 
with internal and external stakeholders, we define the pathways of training for the INSPECTr platform in which 
we aim to address the various roles in European LEAs and their requirements for the effective delivery and as-
sessment of the course. In keeping with the project’s ethics-by-design approach, the training program produced 
by INSPECTr will have a strong emphasis on security and the fundamental rights of citizens while addressing the 
gaps in capabilities and training within the EU LEA community. In this paper we describe the process we apply to 
curriculum design, based on the findings of our research and our continued engagement with LEA and technical 
partners throughout the life-cycle of the project.

Keywords: Law Enforcement Agency Capacity Building, Training Needs Analysis, Advanced Technologies
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Introduction

According to the European Union Strategic Training 
Needs Assessment (EU-STNA) Report (CEPOL, 2019a)1 
EU-level training should not only boost knowledge, 
but also allow an exchange of experiences and practic-
es between the practitioners and contribute to build-
ing trust. The EU-STNA was developed to identify gaps 
in knowledge, skills and competencies and trai ning 
needs. It identifies training priorities and aims at coor-
dinating available training to prevent overlaps and du-
plication. It also identifies emerging law enforcement 
trends, such as increasing synergies and overlaps be-
tween different crime areas, as well as larger demands 
for cooperation between disciplines.

The undertaking of training by law enforcement per-
sonnel will not only improve their knowledge of the 
latest laws and legislation but also help them remain 
cognisant of new police tactics and evolving trends 
in criminal activities. For example, the ever-evolving 
landscape of technology provides criminals with new 
opportunities to commit cybercrime. Criminals are ex-
ploiting new technologies with lightning speed, tailor-
ing their attacks using new methods that are facilitated, 
enabled or amplified by the Internet (Europol, 2021)2.

Likewise, new technologies are rapidly changing the field 
of law enforcement in the fight against cybercrime. New 
automated technologies, such as artificial intelligence 
and predictive analytics, are being used by law enforce-
ment to both improve efficiency and enhance safety. As 
the development of these technologies continues to im-
prove and evolve, their adoption and implementation by 
LEAs requires proper instruction on usage, through the 
provision of specialised training. For example, new tech-
nology such as AI assisted intelligence gathering would 
have many positive aspects for police investigators but 
improper use could have many negative impacts on so-
ciety. In addition to technical and legal obstacles barriers 
to the misuse of such technology, instructional training 
courses should also sensitise participants to the conse-
quences of misuse.

The EU’s approach to the fight against cybercrime 
focuses on three main areas: adoption and update of 

1 European Union Agency for Law Enforcement Training; see https://www.cepol.europa.eu/.

2 European Union Agency for Law Enforcement Cooperation; see https://www.europol.europa.eu/.

3 The European Cybercrime Centre (EC3) was set up by Europol to strengthen the law enforcement response to cybercrime in the EU and 
thus to help protect European citizens, businesses and governments from online crime; see https://www.europol.europa.eu/about-eu-
ropol/european-cybercrime-centre-ec3. 

appropriate legislation; cross-sectoral and international 
cooperation; as well as capacity building.

Legislation: EU rules on cybercrime correspond to and 
build on different provisions of the Council of Europe’s 
Convention on Cybercrime (Council of Europe, 2001). 
The key measures for the EU’s cybercrime legal frame-
work include:

• 2022: Proposal for a Regulation on cybersecurity require-
ments for products with digital elements - Cyber resil-
ience Act (COM (22) 454 final, 2022)

• 2020: Proposal for Interim Regulation on the processing 
of personal and other data for the purpose of combating 
child sexual abuse (COM (20) 568 final, 2020)

• 2019: Directive on non-cash payment (Directive (EU) 
2019/713, 2019)

• 2018: Proposals for Regulation (COM (18) 225 final, 2018) and 
Directive (COM (18) 226 final, 2018) facilitating cross-border 
access to electronic evidence for criminal investigations

• 2013: Directive on attacks against information systems 
(Directive 2013/40/EU, 2011)

• 2011: Directive on combating the sexual exploitation 
of children online and child pornography (Directive 
2011/93/EU, 2011).

Using this legal framework as a foundation for an effec-
tive response to the fight against cybercrime, its meas-
ures and actions according to EU Migration and Home 
Affairs (2022) aim to:

• improve the prevention, investigation and prosecution 
of cybercrime and child sexual exploitation,

• build capacity in law enforcement and the judiciary,

• work with industry to empower and protect citizens.

Cooperation: The EU also supports cooperation frame-
works amongst criminal justice actors and across sec-
tors particularly with industry which controls a large 
part of information infrastructures.

Key cooperation mechanisms and structures support-
ed by the EU include:

• European Cybercrime Centre3 (EC3): set up by Europol in 
2013, serves as a central hub for criminal information and 
intelligence and supports operations and investigations 

https://www.cepol.europa.eu/
https://www.europol.europa.eu/
https://www.europol.europa.eu/about-europol/european-cybercrime-centre-ec3
https://www.europol.europa.eu/about-europol/european-cybercrime-centre-ec3
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by EU Member States by offering operational analysis, 
coordination and technical expertise.

• EU Internet Forum4: established in 2015 with the aim to 
reach a joint, voluntary approach based on a public-pri-
vate partnership with ISPs to detect and address harmful 
material shared online.

• European Judicial Cybercrime Network5: set up in 2016, 
facilitates sharing expertise, knowledge and best prac-
tice amongst experts from competent judicial authori-
ties dealing with cybercrime, cyber-enabled crime and 
investigations in cyberspace.

The main focus of this paper will centre around the third 
area, capacity building. In the next section, we will out-
line the recommendations from the training governance 
model that was developed by various EU institutions. 
The remainder of the paper will be structured as follows:

• The section “INSPECTr Training Needs Analysis”, will de-
scribe the methodology of the training needs assess-
ment and present a summary of our findings.

4 The EU Internet Forum (EUIF) launched by the Commission in December 2015, addresses the misuse of the internet for terrorist purpos-
es; see https://home-affairs.ec.europa.eu/networks/european-union-internet-forum-euif_en.

5 The European Judicial Network in criminal matters (EJN) is a Network of national Contact Points for the facilitation of judicial cooperation 
in criminal matters; see https://www.ejn-crimjust.europa.eu/ejn2021/Home/EN.

6 European Cybercrime Training and Education Group (ECTEG) is an International Non Profit Association, supported by EU funding. It is 
composed of participants from European Union and European Economic Area Member state law enforcement agencies, international 
bodies, academia and private industry; see https://www.ecteg.eu/.

7 Eurojust, the European Union Agency for Criminal Justice Cooperation, is a unique hub based in The Hague, the Netherlands, where 
national judicial authorities work closely together to fight serious organised cross-border crime; see https://www.eurojust.europa.eu/.

8 EMPACT (European Multidisciplinary Platform Against Criminal Threats) is a security initiative driven by EU Member States to identify, 
prioritise and address threats posed by organised and serious international crime (EU Migration and Home Affairs, 2021).

9 Image from ECTEG presentation to Council of Europe in 2018 (Sobusiak-Fischanaller, M. and Vandermeer, Y. 2018).

• The identified training pathways, course format and 
course curriculum will be discussed in the section, “IN-
SPECTr Capacity Building Programme”.

• The “Conclusion”, will present our conclusion and future 
works.

Capacity Building and the Training 
Governance Model

In 2015, several EU agencies, namely the European 
Commission, Europol-EC3, ECTEG6, CEPOL and Euro-
just7, agreed to develop a Training Governance Model 
(TGM) on cybercrime. The TGM was a deliverable un-
der the EU priorities defined in the Internal Security 
Strategy and one of the operational actions specified 
for 2014 in the context of the EMPACT8 policy cycle. 
The TGM intends to provide the foundations for a co-
ordinated approach to training and education in the 
EU for law enforcement and the judiciary.

Figure 1: Training Governance Model on Cybercrime9

https://home-affairs.ec.europa.eu/networks/european-union-internet-forum-euif_en
https://www.ejn-crimjust.europa.eu/ejn2021/Home/EN
https://www.ecteg.eu/
https://www.eurojust.europa.eu/
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Cybercrime TGM: The Training Competency 
Framework
In Figure 1 the first step of the TGM is the Training Com-
petency Framework (TCF). The aim of Europol’s TCF is 
to identify and document the required knowledge, 
skills and in general the training needs of the key actors 

involved in combating cybercrime at EU level, focusing 
on both LE and the judiciary. The TCF is a living docu-
ment, as the area of cybercrime is extremely dynam-
ic, the TCF will be periodically reviewed and updated 
when necessary.

Figure 2: Training Competency Framework on Cybercrime Matrix

Figure 2 shows that TCF identifies ten key actors in law 
enforcement and two in the judiciary that are involved 
in the fight against cybercrime. The TCF establishes the 
required skills and expertise for each actor. The neces-
sary competencies and skills described fall into three 
main categories – management skills, technical skills, 
and investigation skills. It is hoped that this standard-
ised and harmonised description of each of the actors 
will ensure coherence and help avoid duplication of ef-
fort when developing training courses and education-
al programmes for law enforcement and the judiciary.

The strategic and operational value of the TCF can be 
very valuable in providing support for the coordination 
of organisations involved in cybercrime training and 
education, that will allow for a more sustainable and 

harmonised approach to capacity building at national 
and EU level. Benefits include:

• Development of a framework that specifies the skills and 
expertise required by the various actors involved in the 
fight against cybercrime

• Help minimise any overlap in the area of training and ca-
pacity building and to ensure the most effective use of 
budget and resources

• Define national training / education requirements

• Structure curriculum

• Help LEA to build national career paths

• Create/grow specialised units
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Cybercrime TGM: Training Needs Assessment
The next step of the TGM (Figure 1) is to carry out 
a Training Need Analysis (TNA) based on the TCF. The 
analysis, as well as the consequent prioritisation of 
training needs and the design of the training portfolio, 
is a joint effort coordinated by CEPOL in cooperation 
the other members involved in the TGM. One such 
example is CEPOL’s TNA for the area of cyber-attacks 
against information systems (CEPOL, 2019b). The re-
search assessed training needs against the necessary 
competencies law enforcement officials should have 
in order to perform their duties. The level of necessary 
competencies was defined in the TCF. The analysis pro-
vided an understanding of training needs from two 
perspectives:

• comparing the current level of knowledge of law en-
forcement officials performing different roles in investi-
gations of cyberattacks to the level of knowledge neces-
sary to fulfil their obligations

• identifying where there is a need for training and the 
dimensions of training needed such as the level, form, 
urgency and number of participants who would need 
training.

After the analysis step in the TGM, the coordination 
and delivery of the identified training is the responsi-
bility of training providers such as CEPOL and ECTEG.

Cybercrime TGM: Course Development Standards
ECTEG’s course development standards (ECTEG, 2022) 
aim to provide experience and knowledge to further 
enhance the coordination and support for the devel-
opment and delivery of cybercrime training courses for 
law enforcement personnel at various levels.

The decisions to develop or update the training ma-
terial of a course, are made by ECTEG members and 
are assisted by an advisory group that has CEPOL and 
Europol-EC3 permanently represented. Each course 
training package must follow ECTEG’s course devel-
opment standards which involves the use of subject 
matter experts and requires the creation of trainer and 
student manuals, presentation slides and practical ex-
ercises with solutions. In addition, courses should be 
developed using Markdown syntax, for easy transla-
tion for an international audience and, should be run 
at least once as a pilot training course for feedback and 
refinement.

Cybercrime TGM: Course Delivery
Within the TGM, the delivery of training is mainly led 
by CEPOL - who are generally responsible for the im-
plementation of training and learning activities for law 
enforcement at European level. CEPOL’s approach to 
learning (CEPOL, 2022) includes offering up-to-date, in-
novative training courses, bringing together the latest 
expertise and developments in research and technol-
ogy. CEPOL provides modern education methodol-
ogies such as e-learning or blended learning, which 
combines e-learning components with classroom or 
practical training.

INSPECTr Training Needs Analysis

In light of the TCF, we wish to define pathways of train-
ing for the INSPECTr platform, which will be designed 
to address the various roles in European LEAs and their 
requirements for the effective delivery and assessment 
of the course. To accomplish this we carried out our 
own TNA.

A TNA is one of the key steps in preparing a training 
plan. If a TNA is not carried out there is the risk of do-
ing too much or too little training, or missing the point 
completely. Conducting a thorough TNA will improve 
the chances of a successful training program by mak-
ing informed decisions on the training composition, 
based on concrete data and information.

An electronic survey was used to gather the training 
needs for LEA wishing to use the INSPECTr platform. 
The first part of the 3-part survey asked the respond-
ents about the cyber-related roles in their organisation. 
The respondents were required to indicate if there was 
a person or persons assigned to a specific task or was it 
combined with other roles. The tasks referred to were:

• setting up and maintaining the IT-infrastructure of an 
organisation;

• performing detailed forensic examinations of computer 
based digital evidence;

• monitoring the digital world and proposing new topics 
and cases to investigate;

• strategic analysis, researching, analysing and presenting 
the latest threats and providing situational overviews;

• engaging in operational analyses to find patterns, trends, 
hotspots and create links between live cases.
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The feedback will help to define optional training path-
ways through INSPECTr’s training curricula, which LEA 
can easily map to specific roles.

In the second part of the survey, the respondents were 
asked to share details of their best previous training ex-
perience, which involved technologies or techniques 
for LEA cybercrime investigation, whilst referring to 
whether:

• the training was internal and developed internally, or de-
veloped by a third-party, such as ECTEG;

• the training was external and provided for free by 
a third-party, such as CEPOL;

• the training was provided by a commercial vendor.

Answers to these questions will allow researchers to 
follow-up on specific courses that compared favoura-
bly to others.

The third and final part of the survey asked the re-
spondents about what their wishes were for the IN-
SPECTr training course and to indicate their current 
understanding about specific features of the INSPECTr 
platform. The respondents were required to answer 
questions on:

• their preferred method of delivery;

• how detailed the platform’s manuals need to be;

• their knowledge of various topics for INSPECTr.

The responses to these questions will determine the 
delivery of training and the level of detail required for 
providing instruction on the main features of the IN-
SPECTr platform.

The group consisted of 15 participants from the LEA 
project partners. Each participant had to complete 
an informed consent before being allowed to access 
the survey. All responses were pseudonymised, so that 
none of the participants could be directly identified by 
their responses.

Training Needs Assessment Findings
This section lists the key findings from the TNA. They 
will have a considerable influence on the proposed 
outputs described in the next section.

Need for different pathways through proposed training 
curricula: Considering the feedback for part one of the 
survey on LEA roles, it is clear that different pathways 

will be required through the training curricula of the 
INSPECTr platform. The survey responses indicated that 
there are dedicated staff carrying out specific roles in 
LEA’s cybercrime units:

• 85% of respondents indicating there is at least some 
presence of dedicated IT staff on their team;

• 92% of organisations have indicated there is the pres-
ence of a dedicated digital forensics member of staff on 
the team;

• 84% indicate there are some staff members who are 
dedicated to conducting online investigations;

• the majority of organisations have dedicated staff cyber-
crime analysis with 53% having dedicated staff only and 
83% in total having at least one member of staff dedicat-
ed to the role;

• finally, an extra role of a Digital Forensic Supervisor was 
proposed.

The benefit for providing these pathways for the spe-
cific cyber-related roles, is that a training course can be 
tailored for a particular role by selecting a subset of the 
INSPECTr training topics that are related to knowledge 
and abilities needed for that role. More details on the 
pathways are found in next section.

Replicate positive aspects from previous training experi-
ences: The outcome from the feedback for part two of 
the survey on positive previous training experiences 
was that the majority of responses indicated that the 
popular preference was for:

• training that was developed and delivered by external 
experts;

• training that focused on specialised tools rather than 
a general overview course;

• the delivery of the training was in-class;

• the purpose of the training was tool specific and had 
instructors who gave hands-on practical-based demon-
strations.

The aim will be to replicate this in the proposed train-
ing courses. Further details of the approach taken can 
be seen in the next section on training format.

Focus on level of knowledge for each INSPECTr training 
topic, in-class training with hands-on instructor-led and 
practical scenario-based training: According to the feed-
back for part three of the survey on training format and 
topics for proposed training:
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• the training format overwhelmingly preferred by the 
respondents would be in-class training with hands-on 
instructor-led and practical scenario-based training;

• the level of knowledge of most of the respondents is 
very low in relation to nearly all of the INSPECTr specific 
topics.

The preferred method of training delivery will be dis-
cussed in more detail in the next section on training 
format. The low level of knowledge on training topics 
is to be expected for any new product, so some basic 
levels of knowledge will need to be delivered, particu-
larly with respect to the installation, configuration and 
usage of the platform. Further details on the contents 
of the training curriculum are discussed in the next 
section of training curriculum.

INSPECTr Capacity Building Programme

The training materials presented in this section are 
based on the findings of our TNA and the feedback 
from a number of Living Labs (European Commission, 
2009) that were conducted during the execution of 
the project. Living Labs provide an opportunity for 
technical developers to discuss the direction of the 
product with LEA partners and receive iterative feed-
back through co-creation and testing cycles.

Also, another important consideration is the project’s 
ethics-by-design and privacy-by-design approach to 
development of the platform from the ground up. 
A key part of this is sensitising the project partners to 
ethical and privacy issues that could arise during a pro-
ject like INSPECTr, this needs to be reflected in the tech-
nical development and the training, to protect funda-
mental rights of citizens, and to avoid security errors, 
misuse, etc.

Training Curriculum
The following training curriculum, illustrates the rec-
ommendations from discussions held with the IN-
SPECTr ethics and technical teams. It is considered to 
be a fluid curriculum, since it will be subject to change 
due to emerging technical developments, or issues 
encountered by LEA partners when they experiment 
with the system.

10 e-CODEX: e-Justice Communication via Online Data Exchange; see https://www.e-codex.eu/.

11 Search-based Investigative Intelligence; see https://siren.io/.

12 An international standard supporting automated combination, validation, and analysis of cyber-investigation information; see https://
caseontology.org/.

Including a curriculum of training during the ongoing 
process of project research and development is a diffi-
cult task, since the outcome of R&D tasks may require 
changes to be applied to the training material. Howev-
er, it is important to define an early framework for the 
curriculum. The following is an outline of the topics we 
have initially proposed:

Introduction to the platform: A general overview of the 
issues that the platform tries to address; an introduc-
tion to the platform including screenshots of the in-
terface; an outline of additional training and pathways.

Installation and maintenance: An explanation of hard-
ware and networking requirements; an outline of in-
stallation steps, up to creating an admin user; an over-
view of system health monitoring, and updating and 
upgrading INSPECTr nodes; conclude with practical 
exercises on installation and maintenance.

Platform and user interface: A detailed tour and focus 
on User Interface; an outline of the main components 
of a node, storage layers, gadgets, analytics, pub/sub, 
Blockchain, e-CODEX10, etc.

Platform administration and configuration: An introduc-
tion to admin user tasks, such as: legal configurations 
for discovery and sharing, user administration - creat-
ing users and groups, tool administration - adding/re-
stricting capabilities to groups; conclude with practical 
exercises on platform configuration.

External data ingestion: An explanation of how to con-
figure gadgets to communicate with external storage 
and how to transfer data to INSPECTr storage, such as: 
disk images, commercial tool reports, etc.; an introduc-
tion to federated access to data using SIREN11 intro (as 
an alternative to ingestion); conclude with practical ex-
ercises on external data ingestion in INSPECTr.

Chain-of-evidence and Chain-of-custody: An introduc-
tion to CASE12 ontology and standardisation of evi-
dence; an outline of the use of Blockchain technology 
for logging and tracing evidence.

Digital forensic tools: An outline of the use of integrated 
digital forensic and parsing (to CASE) commercial tool 

https://www.e-codex.eu/
https://siren.io/
https://caseontology.org/
https://caseontology.org/
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reports; conclude with practical exercises on digital fo-
rensic and Blockchain.

Open source intelligence (OSINT) gathering tools: An out-
line of the use of integrated OSINT gadgets, an over-
view of data privacy and operational security issues in-
cluding ethical aspects (on data privacy, minimisation, 
etc.); conclude with practical exercises on OSINT.

Data analytics and reporting: An overview of SIREN an-
alytics including configuration of SIREN dashboards, 
and federated access to external data using SIREN; an 
overview of INSPECTr widgets for data enriched visual-
isations and INSPECTr reporting; conclude with practi-
cal exercises.

AI assisted investigations and proactive policing: An out-
line of the use of AI tools, such as: computer vision, nat-
ural language processing, cross-case linkage, detection 

13 Technology Readiness Levels (TRLs) are a method for understanding the technical maturity of a technology during its acquisition phase; 
see https://en.wikipedia.org/wiki/Technology_readiness_level.

of criminal networks, crime forecasting, machine learn-
ing framework; ethical considerations for each aspect; 
conclude with practical exercises on all AI tools.

Data discovery and exchange: An overview of configur-
ing and using the pub/sub for evidence discovery, con-
figuring and using e-CODEX for evidence exchange; 
conclude with a joint investigation exercise.

Training Pathways
Subsets of the topics outlined in the training curricu-
lum section, will be chosen to define the learning path-
ways through the INSPECTr Training Curriculum for the 
specific roles in LEA’s cybercrime units. The matrix in 
Figure 3 illustrates the proposed pathways for the cho-
sen types of law enforcement personnel that will need 
to be trained to use the INSPECTr platform.

Figure 3: Pathways matrix

The proposed roles presented in Figure 3 were agreed 
upon after receiving the feedback from part one of 
the TNA survey and consulting the TCF on cybercrime 
seen in figure 2. Judicial training will be considered 

at a future stage, as the project matures (for TRL13 9 – 
System Proven in Operational Environment). Each IN-
SPECTr topic is identified either as mandatory (blue), 
recommended (light blue) or optional (very light blue) 

https://en.wikipedia.org/wiki/Technology_readiness_level
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to define the chosen subset for each role. The selection 
process, regarding how each topic is assigned for each 
of the roles, was agreed upon after discussions with 
the INSPECTr technical team.

14 The goal of the Global Cybercrime Certification Project (ECTEG-GCC, 2022) is to create an international certification framework based on 
the the TCF to enable Law Enforcement Agencies and Judicial authorities to develop their knowledge and skills.

While the estimated duration of completing all training 
modules would be 41 hours, the estimated duration of 
training each of the pathways is shown in Table 1.

Table 1: Estimated training duration for each pathway

Pathways
Mandatory 

Hours of Training

Mandatory + Recommended 

Hours of Training

INSPECTr IT-Administrator 10 19

INSPECTr Investigators 17 29

INSPECTr Forensics 17 23

INSPECTr Intelligence 16 22

INSPECTr Analysts 16 22

INSPECTr Management 12 20

Training Format
The proposed training course format will follow close-
ly the positive aspects identified in the TNA feedback 
received for the previous training experiences of the 
respondents.

• Delivery: in-class, instructor-led demonstrations

• Materials: slides handouts, mocked evidence, use-cases, 
platform user-guides

• Evaluation: practical exercises

• Duration: pathway dependent

Remote learning or the production of videos was not 
considered to be a requirement for the training at this 
stage. There are two reasons for this. The first, is that 
remote learning was not hugely preferred by the sur-
vey respondents, and the second is that the maturi-
ty of the platform means that videos are impractical, 
since the technology is subject to change. Therefore, 
the delivery of the training will target the standards set 
by ECTEG, which requires trainer and student manuals, 
and solutions to all exercises, to be included with the 
main content as presentation slides. This will make it 
easier to disseminate training materials for delivery by 
others, a core principle for ECTEG training delivery. For 
example, an LEA who wished to adopt the INSPECTr 
platform would request the training material for free 
and could then deliver, or seek assistance in delivering, 
the training. The latter may come at a cost, unless de-
livered by CEPOL. However, the trainer guides should 
assist that LEA should they wish to deliver it using in-
house staff. These would also be invaluable when the 

platform matures and there becomes a greater need 
for the creation of remote learning material.

Course Evaluation
In terms of course evaluation, the maturity of the pro-
ject also dictates that formal assessment cannot be 
considered at this time. However, after the pilot course 
has been completed and the final course packaged, 
this decision will be revisited. One approach may be to 
engage with ECTEG’s Global Cybercrime Certification 
Project14 to determine the suitability of establishing 
a globally recognised certificate for each of the INSPEC-
Tr pathways described above.

Conclusion

In this paper we have described how various instru-
ments, standards and priorities for the development of 
European law enforcement training, can guide the de-
velopment of a robust capacity building programme 
for understanding emerging technologies. For exam-
ple, following the different steps of the TGM, devel-
oped by key EU stakeholders, we defined the training 
curriculum for the INSPECTr platform, the format of the 
training course to deliver the curriculum and the dif-
ferent pathways for training different law enforcement 
users of the platform. We feel this is vitally important to 
ensure the adoption of new LEA technologies, while 
safeguarding the end-users from various legal, ethical 
or regulatory issues.



84

European Law Enforcement Research Bulletin – Special Conference Edition Nr. 6

Our analysis clearly indicates that:

• tailored pathways through the training material are 
needed due to the number of different cyber-related 
roles existing in LEA’s cybercrime units;

• despite the current popularity of online training, the 
training format overwhelmingly preferred by the re-
spondents is in-class training with hands-on instruc-
tor-led and practical scenario-based training;

• training focused on specialised tools is preferred over 
general overview course material.

It is important to note that the development of the 
training will be an ongoing process and needs will be 
reflected on throughout the project, particularly after 
each Living Lab experiment. After the final pilot course, 
the training material will be packaged at the end of the 
project for LEA adopters of the platform. With future 
developments of the technology likely, the training 
framework will ensure that updates can be easily re-
flected in the capacity building program.
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Abstract
This paper aims at studying the shortcomings and strengths of the French Law Enforcement administration in 
the use of E-learning with a focal point on the Police Nationale. The evolution of law enforcement knowledge, 
techniques, and materials, and even regulations and professional recommendations make continuing education 
for the Law enforcement professions more essential than ever. Despite the extraordinary rise in digital technology 
in the training and education field, the French Police Nationale refused for a long time to take the turn of digital 
progress in the training it offered to cadets but also to experienced officers on the grounds that it was inefficient 
and approximative in the completion of Police Training. Reputedly monolithic and hard to modernize, the Law 
Enforcement system in France was reluctant if not closed to the idea of using a tool they saw as unprofessional 
and unserious. The COVID-19 pandemic shattered their certainties. Unable to give in-person trainings but having 
to ensure the continuity of curriculums, the French Police Nationale training department had to think out of the 
box. Facing reluctance, mistrust and sometimes lack of skills from its agents, a cumbersome process ensued for 
the administration with the construction of a new online training structure, the hiring of new digital experts and 
education-specialised civilians and the funding for new digital tools to implement quality courses. New training 
ideas emerged with these new recruits and new tools. Soon, major e-learning projects were achieved, among 
which the cadet-training curriculum and the national language program are now the best examples.

Keywords: e-learning, innovation, pandemic, challenges, police training

Introduction

The evolution of law enforcement knowledge, tech-
niques and materials, and even regulations and profes-
sional recommendations make continuing education 
for the Law enforcement professions more essential 
than ever. The extraordinary rise of digital technology in 
our societies has simultaneously changed the amount 

of information available, the forms of education and the 
means of accessing this knowledge. (Hubackova, 2015)

E-learning, which is the absolute emblem of this, has 
become indispensable because of all the advantages it 
makes available to learners but it is also because of the 
population it is or will be aimed at, generation Y (1980-
1995) or Z (1996 and onwards), who are deeply rooted 
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in the digital world through their lifestyle and commu-
nication habits (Hargittai, 2010).

E-learning consists of “the use of new multimedia tech-
nologies of the Internet to improve the quality of learn-
ing by facilitating on the one hand access to resources 
and services, and on the other hand, the exchanges 
and collaboration at a distance (European Commission, 
2001).

It adapts the training offer to demands that face-to-
face training is struggling to meet, by these spatial and 
temporal, conceptual and also generational issues.

The aim of this paper is to assess the e-learning tech-
niques and, to list their advantages and disadvantages, 
to verify if possible, the benefits in terms of knowledge 
acquisition and the evolution of practices regarding 
law enforcement training as a whole. The relevance 
and efficiency of e-learning in the training arsenal 
choice will also be discussed with regard to challenges 
encountered by trainers and trainees alike.

The methodology is a desk study analysing the figures 
and comparing practices in a pre- and post-pandem-
ic context. It primarily focuses on cadet training and 
more specifically on language training within the Law 
Enforcement training program in the aftermath of the 
first Covid surge.

E-learning and the Police Nationale: 
context

The advent of digital technology in our daily lives, initi-
ated at the end of the last century, has brought about 
major changes in all areas, and in particular in educa-
tion and training systems. With the emergence of new 
teaching platforms, came enhanced strategies for the 
implementation of e-Learning projects and the adop-
tion of ICT by new generations have contributed to its 
development.

The main advantage of e-learning is lower training 
costs and a massive distribution channel for companies 
and universities. A decisive opportunity to increase ex-
changes with foreign countries and to significantly 
their international influence. (Camilleri, M.A. & Camilleri, 
A.C, 2017)

Yet, despite the undeniable possibilities of e-learning, 
France like many countries, was reluctant to develop 
e-learning as a recognized method of learning wheth-
er in its national education system or at a university lev-
el. The Law Enforcement agencies followed the same 
path, preferring using the same face-to-face academ-
ic courses, unable to modernize their training system 
(Mailfait, 2002). The lack of trust in the technology itself 
and the perception that a distant trainee was a lazy stu-
dent were unmovable hurdles to digital progress.

The Police Nationale in particular, before COVID, relied 
mainly on in-person courses. The idea that a police 
course could not be performed without physical pres-
ence was running deep in the decision-makers’ minds 
within the administration. Curriculum builders and 
trainers were content with the activities they offered - 
and had always offered - to the learners and kept on 
preaching the same philosophy. E-learning was there-
fore perceived as unnecessary but also as a frivolity 
from the young generations. This monolithic percep-
tion of education first stemmed from the fact that for 
a very long time, the French Police administration had 
neglected the importance of training (Mailfait, 2002) 
disregarding the possible innovations that might have 
led to a faster and more efficient training of cadets and 
higher officers alike.

The effect of this inability to dynamise its training be-
fore Covid finds an echo in the DFD (Division de la 
Formation Digitale) survey, which counted only 30 on-
line modules (DFD Survey, 2020) on the Police Learn-
ing Management System (LMS) platform by the end 
of 2019. A ridiculous amount of modules that clearly 
reflected the lack of interest from trainers who were 
repeatedly discouraged by the indifference of their 
decisions-makers. Likewise, considering the figures of 
learners’ attendance on the LMS, the detachment from 
trainees was obvious, as they were not thrilled by the 
linear aspect of pdf-based courses uploaded on the 
platform. Only 10% of police officers, cadets, and high-
er officers had - by 2019 - attended a course on the LMS 
(Division de la Formation Digital: DFD Survey, 2020).

The pandemic as a game changer

As a result of the COVID-19 pandemic and containment 
in several countries around the world, education sys-
tems were severely disrupted. New e-learning resourc-
es had to be adopted to ensure continuity of educa-
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tion and teaching. In this article, we will take a closer 
look at the new situation and how user-feedback can 
help you adapt to this sudden change.

This unprecedented shock disrupted the lives of near-
ly 1.6 billion pupils and students in more than 190 
countries on all continents. School and other learning 
space closures affected 94% of the world’s school-go-
ing population, and up to 99% in low- and lower-mid-
dle-income countries. (Himberg, K. 2021)

As a result, e-learning tools, like many digital tools, 
could serve different educational purposes:

• Connecting educators and learners in different locations

• Accessing information and environments not always 
available to individuals or institutions

• Supporting the continuing professional development of 
educators in an accommodating setting.

Many schools and learning spaces had to close in re-
sponse to the global health crisis and education sys-
tems had to adapt quickly to ensure continuity of ed-
ucation.

Ensuring educational continuity during school closures 
became an international priority. Many turned to dig-
ital technology, which led to the development of the 
e-learning sector. Distance learning literally became 
the only efficient go-between during the pandem-
ic (Vidal, 2020). As the figure above shows, countries 
favoured a variety of distance learning methods. In 
areas where Internet access was limited, learning was 
achieved through TV and radio broadcasting and the 
distribution of printed materials.

Police academies had to apply the same principles and 
give up their previous way of thinking. The change 
brought by the pandemic was short of an earthquake 
for Police Training. The necessity for a remote way of 
learning became paramount as police officer trainings 
could not be postponed and solutions for continuity 
had to be found overnight.

For many in the education and training sphere, E-learn-
ing was a logical and easy option because already ef-
fective. But for the Police Nationale, and because of the 
lack of anticipation, a quantity of challenges arose.

Challenges regarding e-learning

The study we carried on showed that challenges that 
emerged during the pandemic are still a hindrance 
today when implementing an online course but also 
when taking a course. They are described in subse-
quent sections.

Challenges for trainers

• Use of technology

The technological challenges of e-learning can be 
considered as key technological and pedagogical 
research area. Trainers who are new to an LMS plat-
form can be reluctant to implement courses on 
such a tool. The amount of work needed to create 
and implement such a course often acts as a de-
terrent for trainers who gave in-person classes all 
their lives.

• Lack of learner engagement and motivation

Not every online learner is going to be 100% com-
mitted to the e-learning experience. They may be 
distracted, busy, or simply unmotivated. We live in 
an age where attention is at a premium and learn-
ers have access to more information than they can 
consume. All of these hurdles prevent them from 
actively engaging with online learning programs.

• Staying up-to-date with modern technology

Every year welcomes new tech tools, gadgets, and 
software that you can use to improve e-learning 
delivery methods. But, with so much digital trans-
formation, it can be hard to tell which new learning 
technology is worth the investment.

• Designing e-learning courses for different genera-
tions

Learning content isn’t one-size fits all. Our audience 
is now made up of four different generations — 
Baby Boomers, Gen X, Millennials, and Gen Z, which 
can make it challenging to create generic e-learn-
ing experiences for all, since each generation has its 
own traits and needs (Moore, Jones & Frazier, 2017).

• Balancing tight e-learning budgets

E-learning projects always come with limited budg-
ets. In fact, most will be restricted to limited finan-
cial resources, so being creative to work with what 
you’ve got becomes an obligation. Before starting 
any e-learning project, the trainer may have to draft 
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a detailed budget that includes all expenses and 
make sure to have a realistic estimate of what the 
project is going to require.

• Finding the perfect e-learning authoring tool or 
learning platform

Choosing a new e-learning authoring tool or LMS 
can be a challenging process. There are so many 
e-learning authoring tools and learning platforms 
to choose from and so little time. The main difficul-
ty resides in dedicating the right amount of time 
for the selection of the right tool.

Challenges for trainees

• Equipment

The lack of proper equipment for trainers at home 
is the main reason why e-learning can be challeng-
ing. Some trainees do not have a computer or pos-
sess too old an equipment to make the platform 
work. Even from their workplace, French Police of-
ficers can be hindered by out outdated computers 
or machines limited by security protocols.

• Familiarity with digital tools

Although new generations are generally very com-
fortable with computers, older officers are some-
times reluctant to work on PCs and find the pro-
cess of studying on the internet cumbersome and 
unproductive. They easily give up in front of a tool 
they are not familiar with. The police administration 
quickly realises that 

“the online environment presents challenges for many 
academic staff who increasingly require higher levels 
of technological competency and proficiency on top 
of their regular academic workload.” (Gillett-Swan, 
2017) 

• Lack of in-person teaching

Some people need classroom contact and only 
learn when in a real classroom with another hu-
man being. We are human beings and as such, 
socializing is paramount in our own psychological 
construction (Grundmann, 2018). After two years of 
COVID, the need for real life interactions became 
even more fundamental.

• Lack of motivation

When working from home, learners are easily dis-
tracted from their computer. Whether their kids or 

their daily chores, they always find another activ-
ity if the online course is not captivating enough. 
Motivation has to be triggered through interactive 
activities and reachable learning outcomes. What-
ever the learner’s profile, game-based activities are 
often a good tool against boredom and lack of mo-
tivation

Evolution of Law enforcement training: 
a new strategy

The tsunami that was COVID created a shockwave in 
the training spheres of the Police forces in France and 
in Europe. Training departments faced the hard reality 
of the uselessness of their teaching method in that par-
ticular context.
Already before COVID, Police training departments had 
an LMS platform (Moodle) that they did not (or seldom) 
used. From the start of the pandemic, the realisation 
became clear. All courses had to be implemented and 
e-learning was the only way to convey knowledge and 
assess students. Fundamental questions were then 
raised:

• Was the existing platform powerful and efficient 
enough to hold future activities and courses? 

• What software was available to implement attrac-
tive activities? 

• What courses could be offered on the platform? 

• And above all: which students would be targeted 
by these online courses?

Within the French Police Nationale, a Digital Training 
Division (DFD) was created within the “Sub directorate 
of training and exams (Sous-direction des Méthodes 
et de l’Appui) in order to monitor that new necessary 
aspect of Training. The necessity for civilian experts in 
the field of training and e-learning techniques became 
pressing.

Teachers from the French National Education system 
were hired as trainers to support the need for training 
specialists. In parallel, Online education and e-learning 
experts were also called upon to set up the organisa-
tion of an online Police curriculum on the national lev-
el. But this took time.

In the meantime, the first and most important issue 
was to resume the training of future cadets. It was then 
decided to create online classes on all the subjects that 
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were not operational proper regardless of the previ-
ously settled calendar. In-person operational courses 
(shooting practice, self-defence, anti-riot techniques 
etc.) would be left for later when COVID-19 would have 
subdued.

Whether from a lack of time, imagination, or skills, the 
first courses offered by trainers on the Police Nationale 
LMS platform (E-campus) were a list of copy-pasted 
typed lectures the student could only read and mem-
orize, assessed by a quiz or two. Interactivity was not 
considered. Likewise, learning outcomes were not clear 
and the pedagogical progression absent.

Quickly though, with the help of newcomers and the 
will among trainers to improve trainees’ experience, 
courses became more and more structured and aimed 
at meeting clearer outcomes designed in respect to 
a relevant taxonomy. A coherent learning process led 
to an obvious and efficient choice of activities. An issue 
remained however, how could the learner get fully in-
volved in the process.

The answer seemed obvious. Courses needed more 
interactivity. With the pandemic and the dire need to 
develop online applications, new software became 
available to create a number of interactive activities. 
Along with authoring tools such as Storyline, Rise 360, 
H5P, useful websites (learningapps, genially, classflow 
etc.) but also game-based applications (mentimeter, 
slido, kahoot), learning activities became much more 
interactive, enabling the learners – here academy ca-
dets - to get involved and be more active in the learn-
ing process.

The after-COVID period resumed in-person courses. It 
was indeed a relief for numerous trainers and trainees, 
from a social point of view as well as an educational 
one. However, the possibilities offered by e-learning 
during the pandemic opened a new way of teaching. 
The challenge then became to be more flexible and 
give the learners new opportunities to learn, whether 
from home or from the academy.

Blended Learning therefore became the best option in 
giving the learners a flexibility that did not exist before 
(Belur & Bentall, 2021). Being able to study self-paced 
lectures from home and get practical courses (or op-
erational skills) during in-person sessions. Not only did 
it become obvious for trainers and trainees, but it also 
convinced a formerly reluctant Police administration.

Not only cadets but also experienced Police officers 
could now attend virtual classes when they had time, 
between shifts and from their workplace, allowing 
a more cost-effective and less time-consuming train-
ing program for the Police administration.

Conclusion

With the COVID-19 pandemic, the French Police ad-
ministration reacted quickly with a new e-learning of-
fer, bringing along experts and teachers with another 
view of what Police training should be. Modernizing its 
training process took some time but it clearly under-
stood the necessity of such tools for the new genera-
tions of cadets arriving at the academy.

In the meantime, the administration realised the finan-
cial and organisational benefits of such online trainings 
for Police Officers who worked shift and could not, be-
fore, attend a training, except by taking some days off 
from work.

However, hard habits die hard, and the Police adminis-
tration is still reluctant to fund e-learning material and 
useful (if overly expensive) web software that could 
improve trainers’ creativity while enhancing the rele-
vance of courses for trainees.

Because of the various and cumbersome challenges, 
the temptation was hard from the Police administra-
tion to resume all in-person classes, but the benefits 
of online classes prevailed. While operational skills 
still rely on practical in-person classes (self-defence 
classes/ shooting range drills and others) for obvious 
reasons and despite recent applications’ interactivity, 
a growing number of online sessions are opened on 
the French E-campus every day, showing the way to 
a new way of teaching within the French Police.

Keeping in mind that Police work is a field job, the oper-
ational practical skills are a large part of the curriculum 
and cannot be transferred online unless virtual gam-
ing is one day put into the equation. In any case, the 
French police adopted a new teaching balance. Blend-
ed Learning has become for the French Police what 
some authors would call the “new normal” in course 
delivery (Norberg, p. 207), thus enabling the learner to 
combine self-paced theoretical study and in person 
practical classes, probably achieving the most impor-
tant modernization of training in the past 20 years.
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Abstract
The Bavarian Police training aims to equip all 750 police teachers and 4.000 police officer trainees with officially 
approved police tablet PCs and smartphones by the end of 2025. Following a phased approach, teachers and 
trainees are being issued with tablet PCs (convertibles) and smartphones. Overall, there is no doubt that the use of 
digital devices is important and necessary in order a) to prepare the police trainees for their future work as police 
officers and b) to support their learning process. However, the question arises as to how exactly they benefit from 
those digital devices. For getting a first insight on the impact of digital devices on learning interest and engage-
ment of police officer trainees in the classroom, as well as on their academic performance in general, the Bavarian 
Police conducted a digital pilot project with a single unit of 100 police officer trainees and 20 police teachers and 
trainers for 21 months from December 2019 to August 2021. The findings show that different digital devices have 
different impacts on the learning behaviour as well as on the academic performance of the police trainees. Above 
all, tablet PCs and interactive whiteboards have shown to improve learning behaviour. Furthermore, the findings 
show that digital devices, which are not used regularly, do not improve the classroom behaviour of the trainees or 
they may even worsen it slightly. The study puts forward several practical suggestions for the further implemen-
tation of digital devices at police training such as the necessity of training for the police personnel and the need 
to develop new didactic methods as well as new modes of teaching.

Keywords: police training, digitalisation, mobile devices, learning interest, academic performance
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Introduction2

The world and society are continuously changing and, 
especially the digital transformation has increased the 
speed of this change. Therefore, the police as an or-
ganisation, the fields of work and police training are 
also strongly affected by the digital transformation. 
While the research on digitalisation and its impacts on 
schools and higher education (e.g., Hwang & Tsai, 2011; 
Nikou & Economides, 2018) has led to a large number 
of empirical studies and projects, the number of pub-
lications on the impact of digitalisation on police ed-
ucation and training remains low. Research on police 
education tends to focus on topics such as the relation-
ship between police training, higher education, and 
performance (Albarano, 2015; Henson et al., 2010), use 
of force (Paoline & Terrill, 2007), police behaviour (Ros-
enfeld, Johnson & Wright, 2020; Rydberg & Terrill, 2010) 
or the impact on simulation based training in police 
education and training (Beinicke & Muff, 2019; Sjöberg, 
Karp & Rantatalo, 2019). However, empirical research on 
the impact of digitalisation on police education and 
training (e.g., Chapparo, 2017; Holmgren, Holmgren & 
Sjöberg, 2019) is currently very limited.

In the following, we will show how Bavarian police 
training has responded to the digital transformation 
and what are the actual measures adopted by it. We 
shall present empirical findings on how the use of dig-
ital tools in police training has proven itself so far. Al-
though empirical evaluations are still rare in the police 
context, the evaluation of the measures and actions 
taken is essential in finding out what works and what 
more needs to be done to achieve the desired success. 
Firstly, the Bavarian police training is briefly described 
to enlighten the context of our study.

The Bavarian Police approach to face 
digital transformation in police training

Already before the COVID-19 pandemic in spring 2020 
the Bavarian police training had launched the process 
to renew and replace the classroom equipment in their 
police academies with digital devices (digital white-
boards). The COVID-19 in spring 2020 accelerated this 
on-going digitalisation process enormously. For exam-
ple, a learning management system (LMS) (operated 
by the open source software ILIAS) was implemented 

2 Acknowledgement: This paper is derived in part from an article published in Police Practice and Research: An international Journal, 
published 24 April 2022, available online: http://www.tandfonline.com/10.1080/15614263.2022.2067157

and has since been used as a central component in 
teaching and learning at classroom as well as in self-
study. In addition to the adoption of the LMS, teaching 
and learning materials were also changed accordingly 
or created anew.

Besides the immediate response to COVID-19 and its 
consequences for police training (e.g., locking down all 
police facilities), the Bavarian Police decided to equip 
its police students with digital devices by 2025 and 
formulated guidelines for managing this process (cf. 
Fuchs, 2022). Since September 2022, 3,040 police train-
ees (around 80% off all trainees) have received person-
ally assigned convertibles.

The convertible is used in two ways. On the one hand, 
it provides a learning medium. Trainees can, for exam-
ple, take notes on learning materials in class, prepare 
for tests or participate in video conferences. On the 
other hand, they can use the convertible as an opera-
tional tool. It can be used to make queries in the police 
systems or to create an accident sketch via the tablet 
function. By taking the convertible to the internships at 
the Police stations, the transition from the police train-
ing to the police practice can be made seamless. 

Additionally, the Bavarian Police pursues the Mobile 
Police (mPolice) concept. The same equipment is avail-
able in the police stations as is used in training. The 
so-called mPolice smartphones enjoy a high level of 
acceptance among the police officers. The police train-
ees learn about the police applications of the smart-
phone in the class and in practical training. mPolice 
smartphones were distributed to police trainees. 

To enable the smooth functioning of the new digital 
devices, the technical infrastructure in the police acad-
emies had to be upgraded. The Figure 1 points out the 
four central components. i.e. qualified teachers, didac-
tics, learning platform, hard- and software, a successful 
digitalisation process in police training requires.

Method

Context of the study – Bavarian Police training
Our study evaluates the implementation of the digital 
pilot project in Bavarian Police training. Bavaria is a fed-
eral state in the south-east of Germany with a popu-

http://www.tandfonline.com/10.1080/15614263.2022.2067157
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lation of 13.1 million. In 2022, the Bavarian Police has 
44,000 employees, including around 3,800 police train-
ees. In total, the Bavarian Police comprises six police 
academies of different sizes in terms of the number of 
personnel and trainees.

3 The final exam consists of two parts: a) the written exam including four different sub-exams regarding the topics patrol duty, traffic 
police work, crime prevention and working in a police station and b) a practical examination.

4 Due to the positive results during the evaluation period of the project unit, the Bavarian Police was encouraged to continue on the path 
of digitalising the entire police training and therefore equipped other organisational units with digital devices even before the end of 
the evaluation of the project unit.

Each police academy is divided in organisational units 
of 100 to 160 police officers. All the trainees complete 
their police training within their respective units. In 
the two and a half years of the police training (divided 
into five terms), each trainee completes 5,000 hours of 
classroom lessons and practical training.

Figure 1: Four central components for a successful digitalisation process in police training (own illustration)
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Qualification of teachers Didactical Concept

Learning Platform Hardware +
Software

Digitalisation

The curriculum consists of two almost equally weight-
ed parts. On the one hand, there are Legal Theory class-
es as well as studies in Politics, Professional Ethics and 
English. On the other hand, there are practical classes 
such as simulation-based training for typical work sit-
uations (e.g., traffic checks or domestic violence in-
terventions), lessons in Driving and Communications 
as well as in Self-Defence and Physical fitness. Moreo-
ver, the curriculum includes two internships at a local 
police station for four weeks (during the third term of 
training) and again for twelve weeks (during the fourth 
term of training). After passing the final examination3, 
police officer trainees can join a police station or the 
riot police or qualify for the higher education pro-
gramme (diploma programme of the Bavarian Police).

Participants
Instead of equipping the whole police training per-
sonnel (700), all police officer trainees (3,800) and each 
classroom (160) at once with the new devices, it was 
decided to launch a pilot project in one organisation-
al unit (project unit) with 25 teachers, 99 police officer 
trainees and 4 classrooms4. Initially the participants 
in the study comprised all 99 police officer trainees 

(29.0% female), but six police officer trainees left the 
unit during the training run. By the end of the police 
training, 21.5% of the participating 93 police officer 
trainees were between 19 and 21 years old, 49.5% be-
tween 22 and 24, 17.2% between 25 and 27, and 11.8% 
were 28 years or older. In addition, five organisation-
al units (N = 629; 25.6% female) of the same cohort 
served as control group regarding the measurement of 
academic performance.

Research design 
In the second term of their police training in December 
2019, each classroom in the project unit was equipped 
with an interactive whiteboard (IWB). Previously the 
classrooms in the project unit had a data projector and 
a whiteboard, like the classrooms in the other organi-
sational units.

In early March 2020, the teachers involved in the pro-
ject attended a one-day workshop on the use of IWBs. 
The workshop consisted of two parts: a theoretical part 
on lesson structure and learning settings with digital 
devices and on the interactive possibilities regarding 
whiteboard and learning management system, as well 
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as a practical part where the participants would learn 
how to handle and use the IWB by trial and error.

In May 2020, each trainee received a personal tablet 
PC for their remaining time at the police training un-
til August 2021 supported by a technical briefing in its 
use. Until the end of their training, the police officer 
trainees had the opportunity to use their tablet PCs as 
a fully-fledged learning medium during and after les-
sons (e.g., taking lecture notes, looking things up on 
the internet, preparing for exams).

In addition, all the trainees in the project unit received 
a personal smartphone and a technical introduction to 

it. The use of the smartphone in the class was at the 
discretion of the respective teacher (e.g., to look things 
up on the internet or to do police queries or quizzes).

Due to the unsteady course of the COVID-19 pandemic, 
different instructional settings had to be implemented 
from March 2020 to August 2021 in addition to the usu-
al classroom teaching, e.g., learning and practising in 
smaller groups and/or online teaching. To measure the 
influence of the digital devices in the classroom, three 
surveys were conducted: January 2020 (T

1
), November 

2020 (T
2
) and July 2021 (T

3
) (cf. Figure 2).

Figure 2. Overview of the research design

Note: IWB = interactive whiteboard

Instrument/Measures
The survey items were developed based on a previous 
research by Gerrick and Eickelmann (2017) and Renz, 
Rayiet and Soltau (2012) on the use of digital devices 
in the classroom.

Student engagement: To measure the influence of 
digital devices on student engagement, three items 
were asked on a 5-point Likert scale ranging from 
1 (negative) via 3 (neutral) to 5 (positive) for tablet PCs 
and smartphones, e.g., “Using my tablet PC during 
class has influenced my active participation”.

Learning interest: The parameter learning interest 
was measured with two items “Using the digital device 
during class helps me to develop a greater interest in 
learning” and “Using the digital device motivates me 
and raised my interest” using the same Likert scale as 
mentioned above.

Frequency of usage behaviour: In order to find out 
how often and for what purpose the mobile devices 
were used, the two scales classroom-related behaviour 
and field-related behaviour (e.g., “How many times do 

you use your smartphone to check administrative-re-
lated applications?”) were developed on a 5-point Lik-
ert scale (1 = never; 3 = several times a week; 5 = sever-
al times a day). The scale classroom-related behaviour 
comprised five items (e.g., “How many times do you 
use your tablet PC to take lecture notes?”) and the scale 
field-related behaviour, also comprised five items (e.g., 
“This is how often I use my tablet PC to get information 
about my organisational unit.”).

Visualisation of instructional content: To measure 
the influence of the interactive whiteboard on visualis-
ation methods of instructional content, a visualisation 
scale was developed on a 5-point Likert scale from 
1 (negative) to 5 (positive) with three items (e.g., “The 
use of the interactive whiteboard has changed the vis-
ualisation of the instructional content in class.”).

Academic Performance: In order to measure the im-
pact of digitalisation at the project unit, two objective 
performance measures were taken: the results of the 
written midterm exams in July 2020 and the results of 
the written final exam in May 2021. Both exams consist-
ed of four sub-examinations on the topics patrol duty, 
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traffic police work, crime prevention, and working in 
a police station.

Mobile devices as operational tools: An important 
reason for the digitalisation of the Bavarian police 
training, apart from the intended improvement of 
the police training in general, is the concomitant im-
provement of user competence regarding tablet PCs 
and smartphones as operational tools. In order to find 
out whether the classroom implementation of those 
two mobile devices had improved the practical use 
of those devices in their future purpose as operation-
al tools, the following item was used “The use of the 
tablet PC has improved my practical competence in 
using the tablet PC as an operational device”. The item 
ranged on a 5-point Likert scale from 1 (negative) to 5 
(positive).

Further measurements: Two additional questions 
were asked at the end of each survey. The first question 
asked the trainees to evaluate the project. Using a pos-
itive statement, the trainees rated their impression 
on a 5-point Likert scale from 1 (strongly disagree) to 5 
(strongly agree). The second question aimed at how the 
police officer trainees rate the future importance of tra-
ditional (e.g., books, worksheets) and digital teaching 
and learning materials (e.g., tablet PC, videos, learning 
management systems) in the classroom on a 10-point 
scale from 1 (very unimportant) to 10 (very important).

Data collection and analysis
In order to assess the impact of the interactive white-
boards in the classroom, the trainees responded to the 
first survey in January 2020 (T

1
). The second survey was 

conducted in November 2020 (T
2
); half a year after the 

trainees had received their tablet computers and had 
started to use the smartphones during practical police 
training. After the trainees had passed their final exams, 
the third survey was conducted (T

3
) in July 2021 (Fig. 1).

The surveys were conducted using the web-based 
open-source learning management system ILIAS (In-
tegrated Learning, Information and Work Cooperation 
System) within the police internal network. All surveys 
consisted of a questionnaire with 65 items altogether 
and took approximately 15 minutes to complete.

As the police officer trainees received their tablet com-
puters and smartphones in May 2020, these topics 
were only covered in the second and third surveys in 
November 2020 and July 2021 respectively. All anal-

yses were computed in IBM SPSS Statistics 23. To fa-
cilitate interpretation, the effect size d for the t-tests 
(d = 0.20 ≙ small; d = 0.50 ≙ medium; d = 0.80 ≙ large), 
the effect size η² for the ANOVA (η² = 0.01 ≙ small; 
η² = 0.06 ≙ medium, η²= 0.14 ≙ large) and the correla-
tion coefficient r (r = 0.10 ≙ small; r = 0.30 ≙ medium; 
r = 0.50 ≙ large) were calculated (cf., Cohen, 1988).

Findings

Student Engagement: The trainees rated their use of 
tablet PCs as rather positive in terms of engagement 
after six months on a 5-point Likert scale (M = 3.69; 
SD = 0.69) and after eight more months of use 
(M = 3.75; SD = 0.76), t(160) = 0.51, p = .79 > .05, d = 0.08). 
In contrast, the trainees rated the use of smartphones 
in the classroom as ineffective or slightly negative in 
terms of their own engagement after six months of use 
(M = 2.86; SD = 0.60) and after another eight months 
of use (M = 2.85; SD = 0.76), t(160) = -0.69, p = .95 > .05, 
d = -0.01.

Learning interest: The results for the influence on 
learning interest showed an overall positive influence 
for the tablet PCs after six months (M = 3.72; SD = 0.68) 
and after eight more months of use (M = 3.76, SD = 0.77), 
t(159) = 0.33, p = .75 > .05, d = 0.05. Almost identically 
to the analysis of the influence on student engage-
ment, the smartphones had no or a slight negative in-
fluence on learning interest after six months (M = 2.83; 
SD = 0.63) and also after eight further months of 
use (M = 2.86; SD = 0.77), t(159) = 0.05, p = .96 > .05, 
d = 0.01. 

The strongest influence on the police officer trainees’ 
interest resulted from the implementation of the inter-
active whiteboard (IWB). The conducted ANOVA anal-
ysis shows that after three weeks of using the interac-
tive whiteboard, there was a slightly positive influence 
the trainees’ interest (M = 3.41; SD = 0.66), which in-
creased significantly after ten months of use (M = 3.88; 
SD = 0.79) and again marginally after 18 months of use 
(M = 3.94; SD = 0.88), F(2,254) = 12.62, p < .001, η2 = 0.09. 
The subsequent Tukey post-hoc analysis revealed a sig-
nificant difference between the first measurement and 
the second measurement (.47, 95%-CI[.20,.73]) and be-
tween the first and the third measurement (.53, 95%-
CI[.25,.82]).

Frequency of use: As Table 1 shows, there is a differ-
ence in the frequency of use of tablet PCs and smart-
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phones regardless of classroom use patterns or field-re-
lated behaviour. On average, the trainees reportedly 
used the tablet PCs between about once a day and 
several times a week with a slight preference towards 
classroom hours. In contrast, the use of smartphone 

during police training was sporadic throughout the 
sample period, with significant increases in frequency 
at low levels after the first survey in November 2020 for 
both usage patterns.

Table 1. Influence of mobile devices on learning interest and engagement as well as frequency of use of mobile devices in 
regard to different usage behaviour in the context of police training

Nov. 20 (T
2
) 

M
1
 (SD)

July 21 (T
3
) 

M
2
 (SD)

t-value Effect size d

Tablet PC

Motivation
learning interest 3.72 (0.68) 3.76 (0.77) 0.33 0.05

engagement/activation 3.69 (0.69) 3.75 (0.76) 0.51 0.08

Usage pattern

classroom-related 3.38 (0.93) 3.48 (1.00) 0.70 0.11

Field-related 3.29 (0.90) 3.23 (1.07) -0.36 -0.06

overall use 3.33 (0.79) 3.36 (0.95) 0.18 0.03

Smartphone

Motivation
learning interest 2.83 (0.63) 2.86 (0.77) 0.05 0.01

engagement/activation 2.86 (0.60) 2.85 (0.76) -0.69 0.01

Usage pattern

classroom-related 1.18 (0.31) 1.45 (0.61) 3.55** 0.56

field-related 1.18 (0.41) 1.33 (0.62) 1.95* 0.31

overall use 1.18 (0.30) 1.39 (0.59) 2.97* 0.47

Note: * = p < 0.05; ** = p < 0.01; 

M
1
 = 11/20 (six months after implementation); M

2
 = 07/21 (fourteen months after implementation)

Scale
Motivation

: 1 = negative, 3 = neither negative nor positive, 5 = positive

Scale
Usage pattern

: 1 = never, 2 = several times a month, 3 = several times a week, 4 = once a day, 5 = several times a day

Furthermore, Table 2 shows that there are significant 
positive correlations between the frequency of tablet 
PC use – regardless of the usage behaviour – and the 
learning interest, respectively engagement, of the po-

lice officer trainees. In contrast, the frequency of smart-
phone use does not correlate significantly with learn-
ing interest and engagement.

Table 2: Relationship between frequency of use of mobile devices in relation to learning interest and engagement of police 
officer trainees in terms of different usage behaviour.

(1) (2) (3) (4) (5)

Tablet PC

(1) Overall frequency use - 0.89** 0.89** 0.51** 0.44**

(2) Frequency classroom behaviour - 0.58** 0.53** 0.49**

(3) Frequency field-related behaviour - 0.37** 0.29**

(4) Learning interest - 0.87**

(5) Engagement/activation -

Smartphone

(1) Overall frequency use - 0.91** 0.92** 0.10 0.12

(2) Frequency classroom behaviour - 0.68** 0.07 0.10

(3) Frequency field-related behaviour - 0.10 0.12
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(4) Learning interest - 0.97**

(5) Engagement/activation -

Note: ** = p < 0.01

Visualisation of teaching content
The police officer trainees stated a quite positive influ-
ence of the interactive whiteboard on the visualisation 
of instructional content in the classroom after one 
month of use (M = 3.96, SD = 0.58). After ten months 
(M = 4.44, SD = 0.66) as well as after eighteen months 
(M = 4.54, SD = 0.52) the influence of the interactive 
whiteboard on visualisation of the teaching content in-
creased significantly, F(2,254) = 23.31, p < .001, η2 = 0.16. 
The following Tukey post-hoc analysis revealed a signif-

icant difference between the first measurement and 
the second measurement (.48, 95%-CI[.26,.68]) and be-
tween the first and the third measurement as well (.58, 
95%-CI[.35,.80]).

Academic performance

Table 3 shows mixed results on the academic perfor-
mance of the project unit compared to the reference 
unit.

Table 3. Descriptive statistics between the project unit and its reference units in terms of grade points for the midterm 
examination and the final written examination.

N M (SD) Median Min Max

Midterm exam Project unit 93 9.23 (1.95) 9.50 5.50 12.75

Reference units 629 9.09 (1.85) 9.00 4.25 13.50

Final written exam
Project unit 92 8.77 (1.67) 8.94 5.12 12.75

Reference units 617 8.83 (1.83) 8.75 4.00 13.62

Note: Grading scale: 0.00-1.99 ≙ very poor (fail), 2.00-4.99 ≙ unsatisfactory (fail), 5.00-7.99 ≙ satisfactory, 8.0010.99 ≙ good, 11.00 -13.49 ≙ 
very good, 13.50-15.00 ≙ excellent

With regard to the midterm exam, the project unit 
achieved a slightly higher grade points average 
(M = 9.23, SD = 1.95) than the reference units (M = 9.09, 
SD = 1.85). However, the following t-test showed no sig-
nificant difference between both groups t(720) = 0.70, 
p = .48 > .05, d = 0.08. The results of the final written 
exam also revealed no significance difference between 
the project unit (M = 8.77, SD = 1.67) and the reference 
units (M = 8.33, SD = 1.83), t(707) = -0.29, p = .77 > .05, 
d = 0.03.

Mobile devices as operational tools
In addition to the use of the digital devices as learn-
ing medium, there is a high expectation in the Ba-
varian Police that the implementation of tablet PCs 
and smartphones will improve the use and handling 
of both devices as operational tools for future police 
officers. The following analyses show that the police 
officer trainees consider the use of a tablet PC as a lat-
er operational tool to be helpful both after six months 
(M = 4.43, SD = 0.69) and after a further eight months 
(M = 4.37, SD = 0.66). The subsequent t-test showed 
no significant change over the course of the project, 

t(159) = 0.53, p = .60 > .05, d = -0.09. Despite the fact 
that the smartphone was only used sporadically dur-
ing the pilot project (Table 1), the trainees rated the use 
of the smartphones as slightly positive after six months 
(M = 3.38, SD = 0.83) and after 14 months (M = 3.33, 
SD = 1.05) in terms of them handling it as a future 
operational tool. There was no significant time trend, 
(t(159) = 0.38, p = .71 > .05, d = 0.06).

Further measurements – evaluation of the digital 
pilot project and importance of the use of future 
teaching and learning material
The results of the evaluation of the digital pilot pro-
ject based on the project unit police officer trainees’ 
perception show that the trainees rated the pilot pro-
ject quite positively at the first measurement point - 
one month after the start (January 2020) (M = 4.23, 
SD = 0.83). In the course of the digital pilot project, the 
positive assessment on the pilot project increased at 
the second measurement point in November 2020 
(M = 4.44, SD = 0.73) and at the end of the police train-
ing in July 2021 (M = 4.56, SD = 0.53). The following 
ANOVA analysis shows a small but significant effect 
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between the three individual measurement points, 
F(2,254) = 4.52, p < .05, η2 = 0.03.

The analysis on the importance of the use of future 
teaching and learning materials on a scale of 0 to 10 
shows at the first measurement point (January 2020) 
that both traditional (M = 7.51, SD = 2.65) and digi-
tal teaching and learning materials in the classroom 
(M = 7.54, SD = 2.56) are considered equally important 
by the trainees. In the course of the pilot project, both 
lines run in opposite directions, as figure 3 shows. The 
importance of digital teaching and learning materials 
in the classroom increases continuously in November 
2020 (M = 8.40, SD = 1.60) and at the third measure-
ment point in July 2021 (M = 8.63, SD = 1.34).

The following ANOVA analysis shows that the police of-
ficer trainees rated the importance of using future digital 
teaching and learning materials significantly higher over 
the course of the pilot project (January 2020 until July 
2021), F(2,257) = 7.58, p < .01, η2 = 0.06. On the other hand, 
the importance of traditional teaching and learning ma-
terials in the classroom decreased at the second meas-
urement in November 2020 (M = 6.90, SD = 2.57) and lev-
elled off at the third measurement in July 2021 (M = 6.93, 
SD = 2.65). However, the conducted ANOVA-analysis 
shows no significant decrease during the course of the 
pilot project, F(2, 257) = 1.57, p =.21 >.05, η2 = 0.01.

Figure 3. Assessment of the importance of future teaching and learning materials in the classroom over the course of the 
digital pilot project.
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Regarding the direct comparison between the future 
use of both forms of teaching and learning materials and 
media, the following t-tests show a significant difference 
at the second measurement date, t(180) = 4.72, p < .001, 
d = 0.70 and at the third measurement date, t(138) = 4.80, 
p < .001, d = 0.81 in the preference for the importance of 
using digital teaching and learning material.

Discussion

This study focused on the relation between the use 
of digital devices in the classroom and engagement, 
learning interest, and academic performance of police 
officer trainees in police training from December 2019 
to August 2021. The study examined whether the use 
of interactive whiteboards improves teaching methods 
(visualisation) and whether the use of mobile devices 
(tablet PCs and smartphones) improves the handling 
of them as operational tools.
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The results provide some new insights on the impact of 
digital devices on learning behaviour and academic per-
formance in police training. Firstly, within a short time of 
their implementation, the use of the interactive white-
boards was related to a positive development in learning 
interest. The same trend was found in relation to personal 
tablet PCs. Secondly, digital devices that are not used reg-
ularly, interfere with the learning process and participation 
in the classroom. Thirdly, the use of digital devices in police 
training does not show a significant influence on academ-
ic performance at this stage of implementation. Fourthly, 
the regular practical use of tablet PCs during police train-
ing helps to prepare the trainees to use and handle their 
tablet PCs as operational tools. Finally, the new generation 
of police officer trainees tends to prefer to be taught via 
digital devices and digital teaching material.

Conclusion and practical implications
Digital devices will play a crucial part in teaching and 
learning at every future classroom setting including 
police education and training (Fuchs, 2022). Our pilot 
study has very important empirical results for further 
action and has encouraged the Bavarian police to 
continue on the chosen path in digitalising the police 
training. Therefore, the question for the future of police 
training – at least for the Bavarian police training – is 
not whether digitally supported teaching should take 
place, but with which digital tools, in which way and 
which administrative departments should be in charge 
and should work with which means.

The conducted pilot study showed that, above all, interac-
tive whiteboards and personal tablet PCs can immediately 
improve teaching and learning settings in police training. 
Nevertheless, there are areas where the conventional ap-
proach to police training is more useful or a mix of both the 
old and the new achieves the best results. Hence, to reach 
the full potential of digital devices in educational settings, it 
is crucial that teachers and policy makers find strategies to 
integrate mobile devices into teaching concepts and cur-
ricula and find ways to use the unique features of mobile 
devices (e.g., mobile game-based learning) and to solve 

specific pedagogical challenges (e.g., distraction, superfi-
cial information processing) (cf. Sung, Chang & Liu, 2016).

Thus, what can police training learn from the findings 
of the pilot study? Firstly, qualification and training for 
teachers and instructors have a key role in the integra-
tion of technology into teaching and practical training. 
In addition, the training courses should have a high 
practical relevance, where the various digital devices 
can be actively tried out.

Secondly, both the faculty as well as the administration 
of police training have to embrace the digital transfor-
mation and the changes it entails. Therefore, an overall 
media-pedagogical concept is needed that explains 
the vision, the opportunities but also the challenges, 
and, above all, the necessary action and implementa-
tion steps of the digitalisation in police training.

Thirdly, hardware (digital devices) and software (e.g., 
learning management system (LMS)) as well as the tech-
nical infrastructure must function properly to ensure ac-
ceptance by police teachers and trainees. Furthermore, 
it is recommended to integrate the LMS into the police 
network so that all learning and teaching materials – 
both non-confidential as well as confidential – can be 
shared. Moreover, the integration of the LMS into the 
police network offers the possibility to provide the com-
plete police training content via LMS for in-class teach-
ing as well as distance and hybrid learning models.

Fourthly, the learning and teaching materials need to be 
adapted to the new learning and teaching context, there-
fore new forms of learning and teaching material need 
to be created e.g., interactive videos, quizzes, wikis, learn-
ing modules. Finally, in order to improve teaching and 
learning in combination with digital devices and to meet 
the requirements of the new generation of police officer 
trainees, new teaching forms such as Just-in-time teach-
ing (Novak, 2011) and Flipping the classroom (Davies, 
Dean & Ball, 2013; McLean et al., 2016) should be tried out.
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Abstract:
Instructional strategies in many operative fields, including law enforcement, have reached a high level of com-
plexity due to dynamically changing task environments and the introduction of different technologies to help 
users in their operational work. In the last decades, a transition has been observed from dedicated trainers to the 
adoption of automated technologies to support the trainees. Based on a review of state-of-the-art literature and 
direct feedback from law enforcement agencies, we have developed an assistive system to aid in the knowledge 
transfer from expert to novice officers and, consequently, improve the time necessary to train new police practi-
tioners. This system is grounded on the most relevant instructional principles derived from cognitive and learning 
theories. The result is a system that can dynamically deliver suggestions based on previous successful actions 
from other users and the current performance and state of the user. To validate our system, we implemented 
a knowledge graph exploration task. The novel knowledge transfer system is introduced here by presenting the 
results from our literature review, explaining the architecture of the assistive system, and discussing our observa-
tions from the validation task. With this work, we aim to facilitate the transfer of domain knowledge, which could 
have a significant impact on the training and education of law enforcement officials in and for the Digital Age.

Keywords: assistive system; knowledge transfer; training; recommender system; crime investigation; knowledge 
graph.
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Introduction

Instructional strategies in many operative fields have 
reached a high level of complexity due to dynamical-
ly changing task environments and the introduction 
of different technologies to help users in their opera-
tional work. In the last decades, a transition has been 
observed from dedicated trainers to the adoption of 
automated technologies to support the trainees. This 
paradigm shift makes transferring precise knowledge 
to novice users a challenging problem, which becomes 
especially relevant when the user is dealing with large 
and complex datasets from which to extract relevant 
information.

Supportive technologies, such as recommendation 
systems, have attracted a lot of interest in the last 
decades, both in the industry and the academia. The 
goal of such systems is to help the users to reduce the 
burden imposed by the high information load that is 
intrinsic to the exploration of large and complex da-
tasets by providing valuable suggestions in the form 
of specific items or possible actions to choose from. 
Despite clear technical advances witnessed in the field 
in improving the accuracy of the recommendations, 
several challenges and open issues remain, especially 
regarding the specific role of various human factors.

Among the functionalities that were identified to 
provide Law Enforcement Agencies (LEAs) with a set 
of automated tools and systems to boost the investi-
gative work in the fight against illicit trafficking activi-
ties, one was the capability to provide adequate solu-
tions facilitating the transfer of the acquired expertise 
among experienced users and, consequently, boost 
the take-up time necessary to train new users. In order 
to accomplish this task, we decided to build a novel as-
sistive system, which, combining practical knowledge 
from classical recommender systems with theoretical 
knowledge from cognitive systems, is able to aid in the 
transfer of domain knowledge to novice officers.

We will discuss, firstly, the recommender systems in 
general before outlining the recommender system 
for assisting knowledge transfer that reflects the best 
practices, approaches, and directions in the respective 
law enforcement domain. Our recommender system 
is conceptually grounded in a cognitive architecture, 
learning from interactions to later assist novice users 
by suggesting key pieces of information that other us-
ers have selected. Then, we describe the case used for 

validating this system in a knowledge graph explora-
tion task based on a novel interface for LEAs to present 
the collected information in a criminal investigation. 
Finally, we will put forward our conclusions and outline 
possible next steps.

Introduction to recommender systems

Recommender systems have been used extensively in 
research and industry since the mid-1990s (Goldberg 
et al., 1992). The most common domain for their use 
is electronic commerce (e-commerce), the entertain-
ment and media industry, and services. Many online 
businesses employ dedicated algorithms to provide 
recommendations to their customers based on inputs 
such as their history of items visualised and purchased 
or their demographic data. Another popular area in 
which recommender systems are used is multimedia 
applications (Ge & Persia, 2017). For example, many on-
line music platforms use them to recommend songs or 
artists based on what each individual listens to (Song, 
Dixon & Pearce, 2012). Similarly, recommendation sys-
tems are common in online video platforms to provide 
personalised suggestions for TV shows, movies, and 
other videos (Asabere, 2012).

Several types of recommender systems have been 
proposed that, depending on the techniques em-
ployed, can be classified into different categories (Park 
et al., 2012; Villegas et al., 2018; Ricci et al., 2011; Adoma-
vicius et al., 2011). In content-based recommendation 
schemes, the system learns to propose items similar 
to those that were preferred in the past by the same 
user. In contrast, collaborative filtering approaches rec-
ommend items that other users with similar profiles 
have preferred in the past. Knowledge-based systems 
recommend options based on specific domain knowl-
edge about how certain features meet users’ needs 
and preferences. Finally, hybrid systems are based on 
the combination of the techniques mentioned above 
to improve performance (Burke, 2002).

Despite providing varying degrees of support, overall, 
recommender systems are not always tailored to spe-
cific user needs and situations. It has been suggested 
that adaptive recommender systems should be mod-
elled in terms of situations rather than knowledge 
structures (Adomavicius & Tuzhilin, 2005; Richthammer 
& Pernul, 2018; Adomavicius et al., 2011). Such a system 
would be capable of delivering better results to the 
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user by taking into account contextual factors in the 
delivery of highly tailored information. Typically, these 
contextual factors include location, time, computing 
context, the activity of the user, or social relations (Ver-
bert et al., 2012).

However, context can also refer to the motivational, 
cognitive, and emotional aspects that are inherent to 
the interaction between the user and the system. Most 
of the research on personalised recommender systems 
has been focused mainly on technical issues, neglect-
ing the importance of the underlying psychological 
and implicit factors when exploring and analysing data 
(Buder & Schwind, 2012).

Thus, it is now considered relevant that for a recom-
mender system to be effective, it should merge a vari-
ety of techniques and features in order to offer valuable 
support and reduce the demands imposed by infor-
mation load. In this sense, systems have been devel-
oped that incorporate adaptive content presentation 
and adaptive navigation support (Brusilovsky, 2007). 
Content adaptation adjusts the presentation of the 
content to the user’s goal, knowledge, and other infor-
mation, which is stored in a model of the user to bal-
ance factors such as cognitive load, arousal, or learning 
style (Jin, Cardoso & Verbert, 2017).

Recommender system for domain knowl-
edge transfer

This literature review on knowledge transfer systems 
reveals a multifaceted and active field where a pleth-

ora of technological approaches have been proposed 
and developed. It also becomes apparent that individ-
ual differences (such as motivational and emotional 
ones) have not received proper consideration when 
defining effective recommender technologies. This is 
mainly because of a lack of coherent principles derived 
from learning and cognitive sciences to guide the de-
velopment of such systems.

Instead of working from a pure computer science per-
spective, the proposed recommender system will be 
grounded on cognitive theories, specifically, the Dis-
tribute Adaptive Control (DAC) theory of mind and 
brain (Verschure, 2012). This theory will serve a dual role 
in the theoretical framing and the implementation of 
the core functionalities of the system.

DAC considers humans themselves as adaptive systems 
that react and adapt to the changing demands of the 
environment by applying self-regulation strategies in 
response to intrinsic goals and motivations. The same 
principles play a foundational role in the implementa-
tion of more effective cognitive artificial systems.

Conceptually, this recommender system can be real-
ised as an artificial agent whose reasoning and mem-
ory components need to extract relevant knowledge 
from sequences of interactions in a coordinated way. 
The proposed system thus emerges as the interplay 
of the Reactive, Adaptive and Contextual layers as de-
fined in the DAC architecture (see Figure 1). 

Figure 1: Abstract conceptualisation of the cognitive architecture of the knowledge transfer system based on the DAC 
framework.
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The recommender system emerges as the interplay 
between the three layers, which work at different 
timescales, with the fastest layer at the bottom and the 
slowest one at the top. In this architecture, the layer at 
the bottom (Reactive layer) provides the basic form of 
interaction, taking as input information from the envi-
ronment and the user to facilitate the basic interaction.

Secondly, the Adaptive layer oversees adjusting the 
information given to the user, such as suggesting 
a specific piece of information or directing attention 
to a specific subset of information. Finally, the Con-
textual layer operates on longer timescales to learn 
from interactions from all the users, building profiles 
and detecting interaction strategies in order to create 
a knowledge base on which to optimise its behaviour 
to improve its capabilities in assisting the users. All in 
all, the system works hierarchically at different time 
scales, from the immediately reactive, to the medium 
to adapt to each user, to the long one across different 
interactions.

Next, one of the key aspects of a recommender sys-
tem like this, which participates dynamically during an 
interactive task, is to decide when to provide a sugges-
tion. There are many criteria that could be employed, 
depending on factors such as the specific task that the 
user is carrying out, how the interface has been im-
plemented, or the number of user feedback sources 
available. Although we could include more complex 
features related to the user state (e.g., estimating stress, 
attention), here we present the interaction features 
that we have implemented in the current version of 
the system, to be used in an online task running on 
a web browser.

One of the interaction criteria is based on time. If the 
user has spent more than a specific amount of time 
without interacting with the system (by clicking some-
where), a suggestion is provided. This is done to stim-
ulate interaction with the system, which is based on 
exploration to obtain information. This time threshold 
was fixed at 10 seconds.

Another criterion to provide a suggestion is based on 
the number of clicks that the user has performed with-
out advancing in the given task. If the user has clicked 
a certain number of elements without getting closer 
to solving the task, a suggestion is provided with the 
goal of reorienting the user towards more relevant in-
formation.

If these criteria are not met, no suggestions are provid-
ed, as this would indicate that the user is carrying out 
the task successfully: with fluidity and accessing infor-
mation that is relevant to solve the task at hand. This 
way, expert users, who already have successful strat-
egies to accomplish the task, are not encumbered by 
unneeded recommendations, while novice users, who 
have not yet developed successful strategies, get the 
necessary guidance.

Another important aspect of the recommendation 
system is that not all the suggestions are equally re-
vealing of the next action to take. Instead, there are 
different levels of recommendations, which are adapt-
ed dynamically based on the performance of the user. 
First, the system starts by providing general recom-
mendations based on the content that just some us-
ers interacted with, but not most of them. As the users 
keep interacting with the system, if they have already 
received several suggestions at the current level, the 
recommendation level gets upgraded, and, conse-
quently, the system recommends content of increas-
ing popularity among the previous expert users who 
successfully solved the task.

To bootstrap the recommender system, some initial 
interaction data was needed. To achieve this, a custom 
synthetic data generator was developed. For a giv-
en task, the algorithm that was developed generates 
a random solution resembling one that an expert user 
would perform. This synthetic interaction data arrives 
at a solution by following a series of steps that are close 
to the optimal ones, by following some natural strate-
gies that most users would develop after familiarising 
themselves enough with the system (i.e., becoming 
expert users).

The algorithm creates this synthetic data by working 
backwards from the solution of the task (i.e., starting at 
the end of the interaction). Then, it generates data cor-
responding to clicks of random pieces of information 
at different levels of separation from the solution. The 
result is a data file almost indistinguishable from the 
one obtained from actual interaction data.

Finally, the last step in the process is generating the 
recommendations from the interaction data collect-
ed or generated. To achieve this, a custom algorithm 
was implemented. It gathers all the existing interaction 
data for a given task and lists all the existing pieces 
of information. Then, it counts how many times each 
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piece of information was selected by the users. The re-
sult is a data file that will later be processed by the main 
application to create a ranking of possible recommen-
dations based on this information.

Use Case: Investigation knowledge graph 
exploration

As the initial use case of this recommender system, we 
chose the exploration of different knowledge graphs. 
These knowledge graphs represent, conceptually, one 
investigation. Each knowledge graph is composed of 
a number of interconnected nodes. The nodes rep-
resent a piece of evidence which is related to others. 
This is indicated by lines (edges) connecting the nodes 
bidirectional.

Thus, a knowledge graph here is an abstract graphical 
representation of all the information collected in an in-
vestigation. This modality of information presentation 
and exploration was designed in collaboration with 
Law Enforcement Agencies as part of a bigger system 
of state-of-the-art tools to assist officers in their inves-
tigative work by exploiting the latest digital technolo-
gies.

In this context, to validate the resulting recommender 
system that we implemented, we developed a sim-
plified knowledge graph tool that does not use real 
investigation data, but a gamified and goal-oriented 
version of crime investigations. The users are asked to 
put themselves in the position of an investigator who 
must solve a series of investigations using a new visual 

interface. For this, they are invited to interact with the 
knowledge graphs, interacting with the nodes (again, 
each representing a piece of evidence) in search of 
a target node. This target node is the solution for each 
of the cases, representing the piece of evidence re-
quired to solve the investigation. Nodes around this 
target provide hints that allow participants to find out 
the solution.

Although this task uses the analogy of solving a case, it 
is important to emphasise that this is just the concep-
tual idea. As explained, the task is a simplified version, 
being closer to a game than an actual job of an officer 
investigating a real case. The way to solve each of the 
tasks is based on solving a series of logic puzzles, as 
explained below.

Figure 2 depicts the user interface that we implement-
ed to present the task. The knowledge graph itself oc-
cupies the central part of the screen. Users can interact 
with the graph by clicking on the different nodes to 
obtain information about them (name and possible re-
lationship to the target node). The name of the node 
also appears when hovering the mouse cursor over it. 
It is also possible to move the nodes by clicking and 
dragging, which might be helpful to get more clarity 
on the connection to other nodes, although this is 
never required. Users can also displace the graph by 
clicking and dragging on an empty space, as well as 
zooming in and out by using the controls provided in 
the top-right corner, although these actions are not re-
quired either. Finally, in the top centre, the category of 
the target node is displayed. 

Figure 2: The user interface of the knowledge graph exploration task. 
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Interaction controls for the displacement and zoom 
of the graph are located in the top right corner (from 
the bottom up: zoom out, zoom in, restore view). On 
the top centre, the category of the current target is 
indicated. The panel on the top left provides informa-
tion about the node that is currently selected, which 
appears with a black outline and black connections in 
the graph. This panel also has the button to submit the 
solution, corresponding to the node currently selected.

We decided to use four different categories of nodes to 
provide enough diversity without being too distract-
ing or overloading. These four categories are: person, 
vehicle, text, and location. Each category is differenti-
ated from the others by using a different iconic figure 
and colour (see Figure 2 and Figure 3).

As mentioned before, the nodes surrounding the tar-
get provide relevant information that is needed to the 
solving the case. Depending on their closeness and rel-
evance, four levels are established and displayed in the 
node information:

• “This [category name] is suspicious”: This appears for the 
target node and for all nodes of the same category that 
are within three degrees of separation from it.

• “This [category name] is directly related to the target”: This 
appears for nodes that are directly related to the target 
(first-degree connection), of a different category from it.

• “This [category name] is indirectly related to the target”: This 
appears for nodes that are indirectly related to the tar-
get (second-degree connection, which is, connected 
through exactly one node in between), of a different 
category from it.

• “Unclear”: This appears for all other nodes not covered in 
the previous three categories, i.e., all nodes that are too 
distant and unrelated from the target.

Using this information provided by the different nodes 
close to the target, the solution is implied. In each 
knowledge graph, there is only one possible solu-
tion, and the information, when enough nodes are 
explored, points unambiguously to it. Users must inte-
grate this information in a logical manner. It is a matter 
of logically inferring the solution by integrating some 
simple relationship data.

The complexity of the task is modulated by the size 
of the knowledge graph, determined by the number 
of nodes and connections. The higher the number of 
nodes and connections, the higher the difficulty, as the 
visual complexity increases and there are more nodes 
to explore. We created three difficulty levels according 
to this: 50, 100, and 200 nodes and connections. Two 
graphs of each difficulty level are presented, in increas-
ing difficulty, for a total of six cases for each participant.

As indicated, one of the key aspects of this system is 
the presentation of suggestions to the users. These 
suggestions are provided in the form of recommend-
ed nodes based on the actions of other users. When 
a node is suggested, it gets selected with a thicker 
light-blue outline. Its connections to other nodes also 
appear in the same colour (see Figure 3). When a node 
is suggested, a panel appears on the bottom of the 
screen, alerting users of this fact and thus ensuring that 
they notice the suggestion. This message stays on the 
screen for 3 seconds.

Figure 3: Example of a suggested node.
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It appears with a thicker light blue outline, as well as its 
direct connections to other nodes. A temporary panel 
appears on the bottom, alerting the user that a node 
has been suggested.

Discussion and conclusion

Here, we have presented a novel assistive system capa-
ble of learning from interactions with users in order to 
provide relevant suggestions to other users, in the con-
text of investigative work performed by law enforce-
ment officials, with the aim of facilitating the learning 
of the use of a new system for the exploration of inves-
tigation information.

As explained, the assistive system developed, based 
on principles from recommender systems and cogni-
tive science, is used in the exploration of a knowledge 
graph composed of different nodes and connections 
representing pieces of information collected during 
an investigation. This knowledge graph implemented 
here is analogous to one that could be used in a real in-
vestigation but customised to provide a goal-oriented 
task to users: exploring the graph to obtain information 
necessary to find a target node.

From a technical standpoint, in order to develop such 
a system, a multitude of components were implement-
ed, as described, including a generator of knowledge 
graphs, the recommender system itself, a generator of 
synthetic interaction data used to bootstrap the rec-
ommender system, and a generator of recommenda-
tions for a given graph based on interaction data (either 
collected from actual users or generated synthetically).

For the experimental validation of this assistive system, 
two groups of participants are proposed: an exper-
imental one, which receives suggestions as needed 
(based on different criteria), and a control one, which 
does not receive any assistance from the system. Thus, 
the expectation would be that participants who re-
ceive automated recommendations from the system 
perform better, both in objective metrics (such as 
performance), implicit features (such as mouse move-
ments) and self-reports (in the questionnaire provided 
after the main tasks). In addition to an initial validation 
with civilian participants, a validation should be carried 
out in collaboration with LEAs and, especially, with the 
end users of the system.

As mentioned earlier, the system presented in this ar-
ticle works as a web application that runs on a web 
browser for it to be available online. Due to this, and 
as an initial implementation of the assistive system, the 
recommendations were triggered based on different 
interaction features like the time elapsed, the number 
of clicks, attempts to solve the task, etc., which were 
the most viable and appropriate sources, while still 
providing the necessary information for the knowl-
edge transfer system that was used.

However, more sophisticated methods could be imple-
mented to trigger these recommendations based on 
the internal states of the users, as inferred in real-time 
based on various signals. For example, suggestions 
could be provided based on the estimated cognitive 
load of the user using pupil dilation signals captured by 
an eye-tracker, or stress levels could be estimated from 
physiological signals such as the variation in heart rate 
using the appropriate sensor.

In conclusion, here, we have proposed a novel assistive 
system for transferring domain knowledge to novice 
officers, exploiting modern technologies to facilitate 
the training of officers in the use of new digital tools to 
be used in the field in the course of their work. With this 
work, the authors would like to highlight how state-of-
the-art technologies can be applied by forward-think-
ing LEAs, with the aim of improving the training and 
education of current and future law enforcement offi-
cials in and for the Digital Age.
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Abstract
The current technological development and the increased access of people of different ages to devices connect-
ed to the Internet pose new challenges to the law enforcement for preventing, as well as for investigating such 
crimes. Children, who have access to multiple devices connected to the internet, in association with other factors 
linked to their age, are a very vulnerable segment of population. As members of the implementation team of the 
Cyberex RO Project – Improving, cooperating and preventing in the fight against cybercrime, we conducted a 
research aiming to identify the main risks and vulnerabilities faced by young students aged 10 to 18 in Romania 
in the online environment. The results were used to train police officers from crime prevention units in Romania, 
in order to increase their understanding of cybercrime and current trends. This paper discusses the results of the 
qualitative analysis of interviews with law enforcement officers from ten counties in Romania regarding the main 
challenges that the police have faced in handling cyber cases involving children, in order to substantiate, on a 
scientific basis, the activities of preventing cybercrime against children.

Keywords: Challenges, Children victimisation, Cybercrime, Police; Prevention

Introduction

With the technological development and the in-
creased access of people of different ages to more 
and more devices connected to the Internet, crime 
has either shifted from the real-life environment to the 
online world, either new vulnerabilities and types of 
attacks have emerged that can only take place online.

Without proper knowledge and appropriate skills, the 
risk of becoming a victim of cybercrime is high. Chil-
dren are surrounded and have instant access to a myr-
iad of information and if they are not taught how to 
handle it, they can easily endanger themselves or oth-
ers (Phippen, 2017). 

Therefore, the law enforcement has to tackle cyber of-
fences in which children are involved more often than 



112

European Law Enforcement Research Bulletin – Special Conference Edition Nr. 6

before (Europol, 2021) and must be kept up to date 
with the latest technologies and special juvenile hear-
ing techniques to investigate these types of cases. 

The same situation is faced by the police officers from 
the crime prevention units, who must be aware of the 
current trends in cybercrime, especially when it comes 
to such specific crimes as child pornography on the In-
ternet or cyber-attacks with minor victims.

Several studies regarding the presence of children on 
the Internet have addressed this issue from the chil-
dren’s perspective (Barbovschi et al., 2021; Smahel et 
al., 2020; Velicu et al., 2019). There are also studies that 
focused on the legal issues and on the policy regard-
ing online child safety (Molter et al., 2021; Pisaric, 2012; 
Savirimuthu, 2012). However  there is a third category 
of studies concerning the emotional impact on the po-
lice officers investigating children exploitation on the 
internet (Burns et al., 2008; Powell et al., 2015; Powell et 
al., 2014).

The research questions that this research project aims 
to answer are the following: 

•  How do the police officers who investigate cy-
ber-crimes portray the children who are victims of 
these crimes? 

•  What are the risks and vulnerabilities of children 
that they identified when they solved cyber-crimes 
cases involving minor victims? 

The results of the qualitative analysis of interviews with 
law enforcement officers who handle cases of cyber-at-
tacks involving children or cases of child pornography 

2 Ro Cyberex Project – Improving, cooperating and preventing in the fight against cybercrime, funded by the European Union from the 
Internal Security Fund – Component for Police Cooperation addresses the need to improve investigative and preventive capacity in 
the field of cybercrime, as well as to facilitate cooperation and the exchange of information and best practices in this area of crime.The 
two main components of the project initiated at the end of 2019, with a duration of three years, were supported by the training of Law 
enforcement personnel, both on combating and preventing cybercrimes with children victims.The prevention component started with 
a study (General Inspectorate of Romanian Police, 2021) aimed, first of all, at identifying the main risks and vulnerabilities faced by young 
students aged 10 to 18 in Romania in the online environment (mainly child pornography and cyber-attacks), in order to substantiate, 
on a scientific basis, the activities of preventing online crime against children. Within this project, we were members of the implemen-
tation team, as research experts, carrying out both the research methodology and the analysis, interpretation of data and drafting of 
the research report. To achieve the research objectives, we used a mixed approach, quantitative and qualitative methods altogether. 
The study itself was designed around 3 different stages: 1. A survey on a sample of 1445 young students, nationally representative 
for the population of students aged 10-18 years;The objectives of the survey included the description of children’s usage habits and 
their behaviour on the Internet, the assessment of their level of knowledge and the safety measures that they use on the Internet, and 
identifying risk factors and vulnerabilities to cyber-attacks and child pornography; We also identified the need to inform this segment of 
population about online safety measures; 2. Interviews with teachers of children aged 10 to 18 (leading teachers and computer science 
teachers) from ten counties in Romania and Bucharest; 3. Interviews with police officers from units fighting against organized crime 
who have investigated cases of cyber-attacks involving minor victims and cases of child pornography from ten counties in Romania and 
Bucharest. Through the interviews, both with teachers and police officers, we tried to identify the main challenges that people dealing 
with children have faced in handling cyber cases, as well as to find ways in which the investigation and knowledge about risky conduct 
of children on the internet can be improved.

on the Internet have been discussed. These interviews 
focused on identifying the factors that favour children 
victimization on the Internet, on the difficulties in han-
dling such cases and the ways in which victimization 
can be reduced.

Besides their scientific value, the results of the larg-
er study of which these interviews were a part, were 
used for training police officers in Romania which deal 
with crime prevention, to make them more aware of 
the conducts that children have on the Internet, the 
risky situations they are confronted with and what 
determines them to commit or become victims of 
such crimes, according to their age. This knowledge 
is meant to substantiate, on a scientific basis, the ac-
tivities of preventing cybercrime against children and 
to develop an adequate message for the target group, 
which consists of children aged between ten and 
eighteen years.

Methods

The interviews were conducted as part of a larger 
study, Risks and vulnerabilities of young students in the 
online environment (General Inspectorate of Romani-
an Police, 2021), initiating the prevention component 
of Ro Cyberex Project – Improving, cooperating and 
preventing in the fight against cybercrime.2

The interviews took place between 16 March and 30 
April 2020 and were conducted by sociologists from 
the territorial units of crime analysis and prevention, on 
the basis of the interview guide that we made available 
to them. Twelve police officers fighting cyber-crime in-
volving minor victims from ten counties in Romania 
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(Alba, Bacău, Caraș-Severin, Gorj, Galați, Giurgiu, Iași, 
Prahova, Suceava, Timiș) and Bucharest, the capital city, 
were interviewed.

The guide was divided into two sections – cyber-at-
tacks involving minor victims and child pornography 
– each structured on the following dimensions: trends, 
modus operandi and reasoning behind the crime, 
methods used by criminals to approach the victims, 
the relationship between the victim and the author, 
the profile of the victims, the profile of the authors, 
the factors that influence victimization and its conse-
quences, the main challenges faced in handling such 
cases, measures to increase the reporting rate and 
measures to reduce victimization of children.

For the analysis, we created a category system based 
on the interview guide and coded the material ob-
tained from the interviews using the MaxQDa software 
and then we interpreted the results.

The results

The officers involved in investigating cybercrimes 
show that children have a rather small share in the total 
number of people involved in such crimes and they are 
more often victims than perpetrators. From the wide 
range of crimes that take place on the Internet, chil-
dren are involved mainly in acts of child pornography 
and, less often, in cyber-attacks. 

In addition to the upward trend of cybercrime that 
has occurred in recent years, the police officers inter-
viewed also noticed an increase in groups of people 
who discuss and exchange information or software 
solutions to make cyber-attacks more efficient, but also 
in groups of individuals who have similar concerns and 
exchange materials that contain child pornography.

Child pornography on the internet

As shown by the police who investigated such cases, 
child pornography on the Internet is extremely diverse, 
ranging from the exchange of materials with explicit 
sexual content between two minors to adults exploit-
ing minors for their own pleasure.

In the case of love relationships between two minors, 
they exchange different materials with explicit sexual 

content that they make by themselves, and when the 
two separate, blackmailing, threatening or mockery of 
the other in the group of friends or online occurs. In 
this situation, sexual images are required as a proof of 
love between the two of them and as a normal step in 
the development of these relationships, 

"we are generally talking about teenagers who, within 
their emotional relationships, consider that, at a cer-
tain point in their relationship, exchanging such mate-
rial is something very natural, everything happens by 
mutual consent... I think they have no real idea of the 
danger they are exposing themselves to. They don't re-
alize that the actual relationship will end in a month, 
a year, after which those materials depicting them in 
such postures remain, they have no control over the re-
spective materials" (Police officer fighting cybercrime).

Another reason why people get involved in child por-
nography cases, especially concerning minor perpetra-
tors, is revenge or humiliation of certain people they 
already know in real life, even various "jokes" towards 
people in their entourage. They distribute images or 
videos of a sexual nature or that contain nudity with-
out realizing that the materials they produce or share 
can have serious consequences for the victim in the 
long term, but also for the perpetrators, who do not 
realize that what they are doing is illegal.

Speaking of minor perpetrators, police officers noticed 
more and more kids that find by accident or to whom 
friends from various groups send pictures or videos il-
lustrating other kids in pornographic stances. Without 
knowing that this is a crime, they save that material in 
their phone or send it to other friends.

In the same register there are also children who take 
nude photos or videos of themselves, and they do 
not pass them on, but they store the material on their 
phone. When the phone is given to friends or col-
leagues for another purpose, they find those images 
and they pass the recordings or the photos on to on-
line groups or other people, without the knowledge 
of the victim. They do this as a prank and don’t realize 
that it is a crime and the consequences of their actions.

Then, the police officers speak about the "classical" 
type of child pornography, when adults approach chil-
dren in order to obtain images with an explicit sexual 
character, which consists either only in watching such 
images, or even in actually producing sexual acts with 
minors. The reason why they do this is either for their 
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own pleasure or to obtain amounts of money from 
those who "consume" such images with sexual con-
tent involving children. Others combine the two rea-
sons and others just exchange such images between 
them, out of the desire to get as many such images as 
possible.

Usually, they use fake profiles on social media platforms 
and spend quite a lot of time choosing the perfect vic-
tim, using various information that they can access in 
advance. After compiling the list of information, crimi-
nals can build their speech and approach to the victim 
so that they can get what they want. Victims are usually 
approached progressively: initially, the perpetrator tries 
to create a connection with the victim and gain her or 
his trust, and later, the perpetrator starts asking the vic-
tim for images that do not necessarily have sexual con-
tent. Over time, the images requested become more 
and more explicit, "a progressive transition is made 
from a little girl dressed in a dress, who plays in the park, 
and after 2-3 conversations in which ‘have you ever 
seen what it looks like...? Have you ever seen ......?’, they 
move to an increasingly vulgar, pornographic mode of 
expression". (Police officer fighting cybercrime). Adult 
perpetrators who want to obtain child pornography 
for their own pleasure usually send victims images of 
other children in similar poses to convince them that 
everything is normal and that many other children of 
the same age do these things, "everyone now has a set 
of photos, of videos, which they use as bait" (Police of-
ficer fighting cybercrime).

In addition to gaining trust of the victim, she or he is 
getting blackmailed: after a period of time in which 
they had more and more vulgar discussions and ob-
tained more and more compromising images, the 
perpetrator threatens the child that he will send the 
previously obtained materials to his group of friends, 
school colleagues or even parents, and the child – al-
ready having feelings of fear, shame or both and seeing 
himself in a hopeless situation – does what the offend-
er asks, who is no longer his "friend" at this stage, but 
someone he hates and is terrified of.

There are also victims to whom promises of a materi-
al nature (money, goods, work contracts abroad, etc.) 
or affective (long-term relationship, founding a family, 
marriage, etc.) are made to determine them to produce 
and share CSAM. These promises are related to the pro-
cess of studying the victim, through which the perpe-
trator can figure out what the victim's needs are.

Another situation is when children are abused by their 
own parents, on order to sell the images produces dur-
ing the sexual abuse (videos or photos) to the inter-
ested people. In this case, the victims are very young 
children, from a few months of age, and the parents 
are usually starting to establish links with consumers of 
CSAM from the beginning of their pregnancy.

Although children of any age could become victims of 
child pornography on the Internet, from a few months 
up to the age of 18, interviewed police officers identi-
fied several common factors that can favour victimiza-
tion in the cases of the children above ten years old. 
One of the risk factors is poor communication with 
their parents or the adults who take care of them. Such 
a relationship is either obvious, or the communication 
between the child and his or her parents is focused 
only on everyday issues, without in-depth conversa-
tions and without sharing their feelings in a real way. In 
this context, the adults don’t supervise their children’s 
use of the Internet and they have no idea what their 
children are doing when they are online, they do not 
know anything about the people their children meet 
online, even less about the content of their conversa-
tions or their posts.

Another common characteristic of the victims is that 
they use the internet since their early childhood, but 
do not have too much technical knowledge and do 
not have a clear picture of how information flows on 
the Internet. In addition, the police officers found that 
the victims had a low self-esteem as well as a need 
for affirmation and approval from others more pro-
nounced than those specific to their age. This need 
prompts them to create content with a sexual touch 
that they distribute online, out of the desire to receive 
appreciation from those who follow them. Besides the 
very large number of friends on social platforms, this 
content is precisely what attracts the attention of crim-
inals. It is a sign for perpetrators that they have chances 
to easily befriend the child and later gain his or her trust 
in order to obtain pornographic materials from him/
her.

In cases of child pornography, the victimization is usu-
ally repeated over a long period of time. This happens 
because, once on the Internet, the CSAM can be dis-
tributed and stored millions times, in all corners of the 
world. The child may be re-victimized by the same per-
petrator several times in order to get more from the 
victim or may be re-victimized by other persons who 



115

Children on the Internet – Law Enforcement Challenges

had nothing to do with the original event, but who ob-
tained the images from elsewhere.

The consequences of victimization are diverse: psycho-
logical trauma, decreased school performance, depres-
sion, insomnia, self-isolation tendencies, low self-es-
teem and distrust in other people, moving to another 
school or even school dropout, suicide. Besides the 
immediate physical and psychological consequences, 
a strong impact on the emotional development of the 
child occurs.

Law enforcement challenges in 
investigating online child pornography

The first difficulty comes from the very nature of the 
crime: the fact that it takes place online, where the 
perpetrators can successfully hide very well behind an-
onymised connections. The solutions for anonymiza-
tion are very easy to find online and very cheap, often 
free of charge. Also, in this environment, sex offenders 
can be anywhere in the world, including in countries 
with which police cooperation is difficult.

Delayed reporting of cases and the high rate of non-re-
porting such crimes are also obstacles in the investi-
gation. A large proportion of minors who fall victim to 
cybercrime believe that blocking certain sites or users 
is sufficient. These actions give them a false sense of 
security, but the personal data, information, photos re-
main in the possession of the authors or others who 
have come into their possession and can be used fur-
ther.

Given that the reporting of events to the police is done 
quite late, when the images have been shared many 
times to a lot of people or have been posted on vari-
ous sites, minimizing the consequences for the victim 
and managing the situation is difficult. The investiga-
tors warn that, if the victim would report the situation 
earlier, then the impact on his or her life could be re-
duced.

Considering the sexual nature of the crime, the victims 
are often tempted to hide some details to the police 
or even to delete the images that are the subject of 
the investigation. Especially if the parents do not know 
how to react when the child confesses the things he or 
she is going through, the child is much more reluctant 
to give all the details related to what happened. When 
there is no trust and good communication between 

parents and children, children try to hide certain details 
that could be useful to the investigation. They delete 
crucial information or delay reporting what happened.

There are also situations in which children talk to 
their parents about the experiences they have gone 
through, and parents sometimes make hasty decisions 
such as blocking certain people, websites, or deleting 
important evidence, before calling the police: "The 
first reaction is to delete all the pictures, to delete the 
child's profile from the Internet, to break any contact 
with the paedophile, with the aggressor", thus making 
the investigation more difficult.

The police officers also encountered parents who 
tried to catch the perpetrators themselves, organizing 
meetings with them on the child's profile, but not hav-
ing the necessary experience, the perpetrators realized 
the trap and deleted many pieces of evidence.

Another challenge faced by the police officers that 
handle cases involving multiple juvenile perpetrators 
is their tendency to collude in order not to provide too 
many details. Believing that they only made a joke, they 
don't want to blame their friends that could be held 
criminally responsible for an act whose consequences 
they don't realize or understand. During the auditions, 
the police officers are perceived as strangers and en-
emies that want to harm their friends, even though 
nothing that bad happened in their perception.

Cyber attacks

When talking about cyber-attacks, and more specifi-
cally the ones in which children are involved either as 
perpetrators or victims, we must keep in mind that the 
numbers of such crimes that the police record do not 
reflect the reality due to the practice of low reporting 
or the small number of people that do realise that they 
have become a victim. Often, in these types of crimes, 
data is stolen without the person noticing it, and used 
later to commit other crimes or sold to organised crime 
groups.

Children are easy targets for cyber attackers because 
they have access to multiple devices, they do not use 
complex passwords, are easy to manipulate and be-
cause they do not understand the importance of their 
own data. Police officers have encountered cases in 
which the perpetrators have contacted the victims on 
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social media websites using fake or stolen accounts 
and have determined them to reveal their password or 
the reset code, taking over their account, in order to 
commit other types of crimes or to sell it on the dark 
web.

In recent years, law enforcement personnel have seen 
an increase and a development of online groups in 
which perpetrators are exchanging information or soft-
ware to improve their attacks. Therefore, the attackers 
do not need special skills to orchestrate these attacks 
and can buy or borrow programmes from more experi-
enced users and that is why they have seen very young 
children, without technical abilities or which have not 
studied programming, organise and commit cyber-at-
tacks that seem to require a certain level of knowledge. 

Concerning children as perpetrators of cyber-attacks, 
police officers are often confronted with cases in which 
the children use their parents’ cards without permis-
sion and when the parents notice that their money 
disappear, they come to the police and file a complaint 
without knowing that the “thief” is their own child. 

Another frequent type of case in which children are 
involved as authors that has been investigated by po-
lice officers is the one in which children access with-
out right the social media accounts of their colleagues 
or friends, often by simply guessing their passwords 
which do not meet the minimum complexity require-
ments. 

In most of the cases, data stolen by children during 
cyber-attacks is used only to brag about their skills in 
front of their peer group, and not with the purpose of 
doing something else with it. 

Police officers have reported also cases in which chil-
dren have committed a type of cyber-attack known as 
“defacement”, which consists of unauthorised access 
to a webpage and changing certain visual elements. 
Behind the reasoning of this type of attack is again the 
need for approval, admiration and appreciation from 
others. 

Law enforcement agents believe children commit such 
crimes in order to stand out, sometimes to obtain mon-
ey or in order to take revenge on friends, boyfriends or 
girlfriends and teachers.

Most of the perpetrators are males over 15 years old, 
live mostly in urban areas and come from financially 
stable families. They act on their own and access fo-
rums or websites or get in contact with others only to 
improve their skills and obtain software programs that 
could facilitate their attacks. 

“The skills or the technological knowledge are ob-
tained through accessing online resources or websites 
on which others teach them what to do” (Police officer 
fighting cybercrime). 

Ways to reduce online victimization

In order to reduce online children victimization, the 
police officers believe that there must be a solid part-
nership between the school, parents, police, non-gov-
ernmental organizations and IT&C actors, so that the 
messages reach all the vectors involved in managing 
these situations.

Children need to be very clearly informed about 
the risks they can be exposed to on the Internet, so 
that they realize that what they do on the Internet or 
through the devices they use can also have conse-
quences in real life. They need to acknowledge that the 
information and images that reach the Internet can no 
longer be completely deleted and can be distributed 
extremely quickly.

Moreover, those who have become a victim of cyber-
crimes must know that there are solutions for the prob-
lems they face and that there are people who can offer 
them help to get out of the situations they categorize 
as "no escape".

The police investigators say that informing children is 
essential, so that they realize that they are victim and 
that what happens to them is not unimportant. They 
need to know that they can ask for help from the au-
thorities and the perpetrators can be punished for 
their actions.

Both parents and teachers should be informed about 
the applications for monitoring children's online activ-
ity, the importance of effective communication, the 
signs to look for in order to realize that the child has a 
problem, the steps to follow and the things they must 
avoid doing, but also information about the institu-
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tions empowered to act and the procedure to follow 
when their children face this kind of crime.

At the same time, it is important that parents are taught 
to react when children confess certain things to them, 
to think ahead, to act very carefully and to realize that 
they need to call the police in such cases, in order to 
minimize the effects on the child and to avoid re-vic-
timization, they "must learn to exploit the moment 
when the child is willing to talk". (Police officer fighting 
cybercrime).

Parents and teachers should also understand that such 
situations can have long-term consequences, that it is 
not enough to solve such events step by step as they 
appear and that it is necessary to contact specialists as 
soon as possible from the moment of learning about 
the occurrence of the negative event, so that the ef-
fects of victimization are minimized and the appropri-
ate measures against the perpetrators are taken.

Discussion and Conclusions

First of all the survey aimed to investigate children hab-
its of using the Internet and identifying the unpleasant 
situations which children have been confronted with 
on the Internet. The interviews with teachers were fo-
cused on the need for education regarding the safe 
use of the Internet by children. The interviews with 
the police officers investigating cybercrime brought 
up another aspect: the factors that favour the online 
victimization of children and the ways in which it could 
be reduced.

Cybercrime investigators most often encounter chil-
dren rather as victims than as perpetrators in cases of 
child pornography or cyber-attacks. Both situations 
are closely related to social networks platforms, their 
accounts being targeted by attacks for the second cat-
egory of crimes or used as communication channels 
in the first phase, and later as a means of distributing 
compromising content, in the case of child pornogra-
phy. 

Velicu et al. (2019) concluded that the main activity 
of children between ages 9 and 16 on the internet is 
related to social media networks, which explains why 
most of the crimes concerning minors are happening 
through these channels. In the interviews conduct-
ed with the police officers from Romania, it became 

apparent that the main means in which children are 
becoming involved in these types of crimes is related 
to their use of social media platforms, being consistent 
with the results of the above mentioned study. 

Police officers state that the factors that favour the 
online victimization of children revolve around their 
young age and the naivety associated with it, in asso-
ciation with a low knowledge of the Internet use and 
the risks involved. Under the rule of curiosity and social 
pressures, the risk of victimization of young people in-
creases. Moreover, easy access to digital services is an 
additional factor. 

Not all factors concern children, but elements such as 
poor supervision of their online activity, poor commu-
nication, as well as the lack of knowledge regarding the 
risks of using the Internet also affect parents or those 
who take care of children. 

Police officers identified the lack of adult supervision, 
of appropriate skills or of the awareness needed to ad-
equately educate the children as risk factors regarding 
children’s online safety. This finding is in accordance 
with Helsper’s et al. study (2013), in which children in 
Romania were classified as ”semi-supported risky gam-
ers”, because they are more likely to experience online 
bullying and to meet strangers offline and their par-
ents are one of the most likely to have a passive atti-
tude towards their children behaviour on the internet, 
caused by their own deficit of knowledge regarding 
online safety. 

Furthermore, if some form of supervision exists, it 
is mainly focused on restrictions and not on actively 
teaching their children how to react in certain situ-
ations or on what measures they should adopt in or-
der to avoid victimization. This confirms the results of 
Smahel et al. study (2020), which have emphasized the 
importance of adult supervision when talking about 
children’s online safety, because they, on their own, 
cannot understand the impact that their online activi-
ty has. The parents should impose restrictive measures 
and should not rely solely on those, but they should 
also focus on communication and teach their children 
about the appropriate behaviour when accessing on-
line apps or software.

Another study (Moore et al., 2012) has concluded that 
there are statistically significant associations between 
parent marital status and the risk of becoming a perpe-
trator or victim of electronic bullying, suggesting that 
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children which live with both their parents and chil-
dren with married parents are less likely to be involved 
in such crimes. 

These conclusions might relate to the lack of or defi-
ciencies in parental supervision, given that it was iden-
tified by law enforcement officers as a risk factor for all 
types of internet-based crimes in which children are 
involved because in non-intact families, children might 
not have such good communication with their parents 
or one or both of the parents might neglect mediating 
their children internet use. 

The long-term effects are the most severe and the risk 
increases given the fact that online child victimization 
can extend over a long period, with varied perpetra-
tors, even long after the first event.

The difficulties in investigating cybercrimes with child 
victims refer both to the criminals' ability to remain 
anonymous and to the morale of the victim. It influ-
ences the smooth conduct of the investigation, since, 
due to fear or shame, the victim does not provide all 
the necessary information.  Also, the desire of the vic-

tims or their relatives to solve problems with their own 
means, ignoring the proportions of the problem or the 
late reporting of the crime are elements that compli-
cate the investigation.

For reducing the victimization of children, police of-
ficers emphasize the need for strong a partnership be-
tween all stakeholders involved in educating and pre-
venting cybercrimes, so that a unified message could 
reach both children and their tutors. 

The most important thing that all children need to be 
aware of is that the actions they take on the Internet 
or through their devices have real-life consequences. 
They also need to be aware of the risks they might face 
on the internet and the consequences of their actions 
online. Police officers have also suggested that children 
should be taught what precautions they can take to 
avoid victimization, the steps they need to take when 
they become victims, what are the actions on the In-
ternet that are punished by law and the fact that they 
can ask for help from the authorities when they are 
faced with such situations.
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Abstract
Corporate ownership secrecy has become a central issue in the global debate as the use of legitimate companies 
in illicit schemes has increased dramatically in recent times. While several measures have been implemented 
worldwide to increase the transparency of firms and their owners, empirical evidence and knowledge on the sub-
ject remain limited to few small-scale case studies. In addition, there is a lack of tools specifically designed for risk 
assessment and risk monitoring of firms to be used by public authorities. The present paper, based on the results 
of the EU-funded project DATACROS, addresses these gaps by (i) proposing and validating novel risk indicators 
of corporate ownership opacity in a large sample of companies, and (ii) implementing them in a user-friendly 
platform to be used by public institutions, a tool capable of identifying companies at risk of involvement in cor-
ruption and money laundering. Machine learning results confirm the relevance of corporate ownership opacity in 
the facilitation of financial crime. Firms with (i) more complex structures, (ii) links to secrecy jurisdictions, and (iii) 
links to opaque corporate vehicles, are, in fact, more prone to engage in illicit activities. This urgently calls for the 
innovation of risk assessment activities based on the intelligent use of corporate ownership information. As such, 
the present contribution could be used to support LEAs and other authorities in combating financial crime in the 
sometimes overwhelming and ever-evolving digital age.

Keywords: financial crime; ownership structure; risk indicators; machine learning; investigative tool

Introduction

Background
Legitimate companies play a crucial role in facilitating 
corruption schemes and money laundering of illicit 
proceeds (EFECC, 2020; Europol, 2018; Savona & Riccar-
di, 2018). Companies are exploited to create a ’screen’ 
that makes it particularly difficult to trace the real iden-
tity of the individuals who ultimately control them – 
the so-called beneficial owners (hereinafter BOs). 

Recent investigations carried out by European law 
enforcement agencies (LEAs) and financial intelligence 
units (FIUs), and recent research highlights important 
trends in this domain.

First, there is an increased misuse of complex and 
opaque corporate ownership in illicit schemes that aim 
to conceal BO information, thus impeding the identifi-
cation of the individuals who ultimately control a com-
pany. According to the World Bank, 70% of corruption 
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cases between 1980 and 2010 involved anonymous 
shell companies (van der Does de Willebois et al., 2011). 
Panama Papers (ICIJ, 2016) and Paradise Papers (ICIJ, 
2017), among others journalistic investigations, uncov-
ered dense and opaque networks of companies and 
trusts established to conceal the identity of their bene-
ficial owners, and the criminal origin of their proceeds.

Second, financial crime schemes increasingly exploit 
cross-border structures: criminals use bank accounts, 
intermediaries, and firms located in different jurisdic-
tions, including non-cooperative tax havens: in Europe, 
1% of limited companies have ownership links with en-
tities coming from blacklisted countries, but in some 
EU Member States this percentage goes up to 12% (Bo-
sisio et al., 2021).

Third, there is a high volume of cross-links between 
corruption, organised crime, tax fraud, and money 
laundering. The outburst of the COVID-19 pandemic, 
and the introduction of recovery plans by EU Member 
States, have provided criminal networks with further 
opportunities to drain public resources through simul-
taneous use of different financial crime schemes (UN-
ODC, 2020; FATF, 2020).

All these trends exploit weaknesses in the prepared-
ness and capabilities of European law enforcement 
and judicial authorities to combat financial crimes. 
Moreover:

• There is a lack of risk assessment tools specifically de-
signed for public authorities: current tools and solutions 
have been designed primarily for banks, financial institu-
tions, and large corporations (e.g., for anti-money laun-
dering and compliance purposes). There is a dearth of 
tools specifically designed to support criminal investiga-
tions dealing with the monitoring of companies poten-
tially involved in corruption and financial crime. A survey 
conducted by Transcrime in 2019, involving 37 public 
authorities from 19 EU countries, including LEAs, FIUs, 
Anti-Corruption Agencies (ACAs), Competition Authori-
ties (CAs), and Tax Authorities (TAs), revealed that 60% 
of public authorities do not use software for financial in-
vestigations, but 78% would like to have tools for tracing 
and assessing the risk of firms;

• There is a lack of (i) knowledge and skills for gathering in-
formation on companies and related entities/individuals, 
and (ii) ML-based indicators, models, and tools to identi-
fy high-risk companies, also when ownership structures 
deploy cross-border;

• There is a lack of communication and coordination 
among stakeholders in the exchange of best practices, 

investigation, and intelligence practices, and in the im-
plementation of cooperation mechanisms, especially at 
the transnational level.

In Europe, efforts are being made to facilitate the iden-
tification of company owners with the establishment 
of BO registers, introduced by the fourth (and later 
fifth) Anti-Money Laundering Directive. However, to 
have a complete picture of potential risks, it is often 
not enough to know who controls a company, it is also 
crucial to understand how control occurs: which share-
holding structure is used, what corporate vehicles and 
jurisdictions are involved, and with what degree of 
complexity.

Current research
In order to address these gaps, and to increase the 
knowledge on the issue, the EU-funded projects DA-
TACROS I and II have produced the first analysis of the 
opacity in the ownership structure of 56 million com-
panies across 29 European countries, and developed 
the first software for public authorities capable to iden-
tify companies at risk of involvement in corruption and 
money laundering.

The present study, conducted for the purposes of the 
project, further proposes a two-fold strategy:

1) To define, calculate, and validate relevant owner-
ship risk indicators on corporate secrecy that relate 
to the three identified facets of opacity, including 
(i) complex ownership structures, (ii) links to secre-
cy jurisdictions, and (iii) links to opaque corporate 
vehicles;

2) To develop a prototype tool for risk assessment 
purposes based on the proposed secrecy risk indi-
cators.

Methodology

Several risk factors related to features of ownership 
structures have been identified from the review of the 
literature, information that could be exploited to bet-
ter understand and detect financial crimes. Risk factors 
include: (i) anomalous complexity of ownership struc-
tures, (ii) ownership links to high-risk countries, and (iii) 
ownership links to opaque corporate vehicles. In order 
to advance extant knowledge on ownership opacity, 
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we defined and assessed ownership risk indicators as-
sociated with these three factors.

Data
The datasets used in the present study were retrieved 
from different sources, including business ownership 
data, compliance data, and country black and grey lists.

Business ownership data

Information on 56 million companies across 29 Euro-
pean countries1 was retrieved from Bureau van Dijk’s 
Orbis Europe.2 In order to guarantee both cross-coun-
try and cross-sector comparability, only limited compa-
nies with information on the ownership structure were 
included in the analysis. Consequently, the exploited 
dataset provided a snapshot of ownership information 
during the month of June 2019, containing information 
on 13.4 million companies, and about 20 million BOs.

Sanctions and enforcements

Information on companies and their owners that were 
either included in a sanction list, or associated with en-
forcement cases from 9 countries3 were obtained from 
LexisNexis WorldCompliance.4 This included informa-
tion on companies and business owners reported in: 
(i) one or more of the global screening and sanction 
lists issued by the EU, US Office of Foreign Assets Con-
trol (OFAC), United Nations (UN), Bank of England, US 
Federal Bureau of Investigation (FBI), and US Bureau 
of Industry and Security (BIS), or (ii) associated with 
enforcement provisions (e.g. arrests, final judgments), 
and court filings around the world, data collated from 
various sources including national law enforcement re-
ports, press releases, and other statements from public 
authorities.5

Country blacklists

To operationalise the concept of high-risk jurisdictions, 
we considered the following black and grey lists:6

• Tax domain: EU list of non-cooperative jurisdictions for 
tax purposes, which groups together countries that 
encourage abusive tax practices, and ultimately erode 

1 Countries included: EU27 + the United Kingdom + Switzerland.

2 https://www.bvdinfo.com/en-gb/ (last visited: August, 2022)

3 Belgium, Cyprus, France, Italy, Luxembourg, Malta, the Netherlands, Spain, and the United Kingdom.

4 For more information, see https://risk.lexisnexis.com/global/en/products/worldcompliance-data (last visited: August, 2022).

5 For the purposes of our analysis, all categories of crimes and predicate offences covered by LexisNexis were included.

6 For a full list of black and grey listed countries, see Annex 1: Black and grey lists considered in the study.

corporate tax revenues of EU Members States (European 
Commission, 2019);

• AML/CTF domain: FATF lists of non-cooperative jurisdic-
tions (or jurisdictions under increased monitoring) in the 
global fight against money laundering and terrorist fi-
nancing (FATF 2019). In particular, two lists were included: 
(i) Call for action (or so-called ‘black list’) that identifies 
countries that are considered by the FATF as non-coop-
erative in the global fight against money laundering and 
terrorist financing, who are flagged as ‘Non-Cooperative 
Countries or Territories’ (NCCTs), and (ii) Other monitored 
jurisdictions (or so-called ‘grey list’) comprising jurisdic-
tions that have strategic AML/CFT deficiencies for which 
they have developed an action plan together with the 
FATF (FATF, 2019; 2017).

Risk indicators
For all the companies in the sample, the full ownership 
structure was reconstructed (Figure 1). For each firm, 
entities owning more than 10% of the share capital at 
each ownership level were identified. This process con-
tinued until we reached an individual ultimate benefi-
ciary at the top of the chain (i.e. a BO). If it was not pos-
sible to identify an individual at the top of a chain, then 
the top shareholder was referred to as Other Ultimate 
Beneficiary (OUB). Entities separating a company from 
its ultimate beneficiaries, either BOs or OUBs, were la-
belled as intermediate shareholders (INTs).

Each of the proposed risk indicators were measured 
and operationalised as described below.

Beneficial ownership complexity (BOC)

The first analysed risk factor related to the anomalous 
complexity of corporate ownership structures. The 
complexity of an ownership structure was operational-
ised using the so-called BO distance, that is, the number 
of steps that separate a company from its BO(s). When 
the BO distance is equal to 1, then the company is di-
rectly controlled by its BO(s). The greater the BO dis-
tance, the higher the level of complexity of the com-
pany’s ownership structure, hence the more difficult it 
is to trace its BOs, which in turn represents a greater risk 
that the company can be used to hide criminal profits 
and/or individuals (Knobel, 2021).

https://www.bvdinfo.com/en-gb/
https://risk.lexisnexis.com/global/en/products/worldcompliance-data
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Figure 1 – Illustration of the different actors of the ownership structure of a company (CO), which includes Beneficial 
Owners (BOs), Other Ultimate Beneficiaries (OUBs), and intermediate shareholders (INTs).

Figure 2 – Average BO distance across European countries (EU27 + UK + CH, 2019)
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The average BO distance was calculated for all the 
companies in the sample, and the average observed 
values were computed at both the territory and sec-
tor level. While the average EU value of the BOC indi-
cator was 1.21, significant differences can be observed 
across countries (Figure 2). Malta was the country that 
displayed the highest average BO distance among 
European countries (1.83), followed by Luxembourg 
(1.81), the Netherlands (1.73), and Sweden (1.71). Con-
versely, the lowest values were observed in Hungary 
(1.03), Romania (1.04), and Bulgaria (1.07). Moreover, the 
analysis conducted at a sector level (NACE rev.2 divi-
sion) showed that some of the business sectors with 
the highest density of anomalous complex companies 
included Water transport (NACE division 50), and Gam-
bling and betting activities (NACE division 92), which 
aligns with previous research (Savona and Riccardi 
2018; 2017), and police investigations (DIA 2019; 2017; 
2016).

Beneficial ownership secrecy (BOS)

When a company has ownership links to countries 
with high levels of secrecy, it is more difficult to trace 
BOs, hence to carry out financial investigations. There-
fore, the greater the number of links to high-risk juris-
dictions, the greater the risk that these companies may 
be misused for criminal purposes (Tax Justice Network, 
2015; Tavares, 2013). Consequently, ownership data 
were matched with black and grey lists of risky juris-
dictions issued by EU, and FATF. Then, the number of 
entities (i.e., BOs, OUBs, INTs) that were linked to risky 
countries for all the ownership structures under study 
were estimated.

Results showed that the average percentage of com-
panies with ownership connections to black/grey list-
ed jurisdictions across the EU is 0.91%. Furthermore, 
Luxembourg (8.7%), and Cyprus (8.5%) were by far the 
countries with the highest values (Figure 3), while the 
lowest estimates were observed in Portugal (0.1%), Es-
tonia (0.2%), and Slovenia (0.2%). Interestingly, it can be 
seen that in some countries, such as Belgium, Switzer-
land, and the United Kingdom, a relevant portion of 
the links to blacklisted countries were to BOs (i.e., indi-
viduals), whilst in others, such as Cyprus, Luxembourg, 
and the Netherlands, the largest major proportion of 
these links were not related to individuals, but rather 
to other firms that were intermediate companies (i.e. 
firms somewhere in the ownership chain between the 
company at issue and its BOs), or other ultimate bene-
ficiaries (i.e. firms and corporate vehicles that are at the 

top of an ownership chain, and do not allow for the 
identification of the BOs).

Beneficial ownership unavailability (BOU)

In some cases, the identification of the BO(s) of a com-
pany is not possible. This may be due to a highly frag-
mented share capital structure where no one indi-
vidual owns more than 10% of the shares, or because 
certain specific corporate vehicles are used deliberate-
ly to conceal the identity of individuals at the top of 
the ownership chain. While the first case of fragment-
ed structures is perfectly legal, and in some contexts 
even common, the latter option represents a risk factor 
since the more difficult it is to correctly identify the 
BOs, the higher the risk that the company can be used 
to conceal illicit activities. As such, we defined and cal-
culated the BOU indicator for each of the companies 
as the number of ultimate owners, if any, that are an 
opaque corporate entity, including trusts, fiduciaries, 
foundations, and investment funds, which, by statute, 
do not allow for the identification of the BO(s).

Across the EU, on average, 1.45% of companies were 
controlled by a trust, a fiduciary, or a fund. As illustrat-
ed in Figure 4, the analysis outlined high values in the 
Netherlands, where 25.6% of the limited companies in 
our sample were in fact controlled by an opaque cor-
porate vehicle. This is most likely connected to the ex-
tended domestic use of Dutch foundations (so-called 
stichting), which are legal arrangements exploited for 
a range of legitimate purposes: in the Netherlands are 
commonly used to control for-profit limited or unlim-
ited firms. However, given their specific nature, it is not 
very meaningful to talk about ‘owners’ of a stichting, 
and for this purpose they may be misused to hide the 
identity of the ultimate beneficiaries (OECD, 2019).

Processing of risk indicators

A final processing of the proposed risk indicators in-
volved the transformation from continuous values to 
risk scores. To this end, we separated the sample into 
groups of peer companies (so-called peer groups), that 
is, groups of companies active in the same business 
sector and with a comparable dimension, and further 
classified companies into five non-overlapping class-
es using a K-means hierarchical clustering algorithm. 
This resulted in each company in the sample being as-
signed a BOC, BOS, and BOU risk score ranging from 1 
to 5: the greater this value, the higher the level of risk.
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Correlation among risk indicators

As depicted in Table 1, all three ownership indicators 
showed a positive correlation with each other at the 
country, regional (nuts2), and sectoral (NACE rev.2 di-
vision) levels. The strongest correlation coefficients 
were observed at country level (a.), while smaller but 
still significant correlations were observed at regional 

level (b.). On the contrary, little to no dynamics were 
observed at sector level. These results suggest that 
each of the risk indicators captures different facets of 
corporate ownership features, and that the concentra-
tion of anomalous companies seems to be driven by 
country level-dynamics, such as national legislations 
and regulations, rather than by industry-driven factors.

Table 1 – Pearson correlation among ownership indicators at a. country level, b. sub-country level (NUTS2), and c. sector 
level (NACE rev.2 division)

BOC BOS BOU

BOC 1

BOS a. 0.52***
b. 0.46***
c. 0.22**

1

BOU a. 0.78***
b. 0.58***
c. 0.07

a. 0.36*
b. 0.23***
c. 0.10

1

Figure 3 – Percentage of companies with ownership links to 
black/grey listed jurisdictions (EU27 + UK + CH, 2019)

Figure 4 – Percentage of companies with ownership links to 
opaque corporate vehicles (EU27 + UK + CH, 2019)
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Validation of indicators
The proposed risk indicators were then validated by 
training and testing various machine learning models, 
thus establishing their usefulness to identify compa-
nies that are potentially involved in illicit activities. For 
the purposes of validation, a sample of around 3 mil-
lion limited companies registered in the nine European 

7 We separated UK from the sample since the number of observations (both number of companies and sanctions/enforcements) com-
pared to the rest of the countries was extremely large, hence eroding the performance of models. This asymmetry can be explained by 
the higher coverage of LexisNexis in the UK.

8 More details of machine learning results in Annex 2: Prediction accuracy of different models for the different target variables.

countries from where enforcement and sanction data 
was used.7 In particular, we considered (i) as target var-
iables, sanctions and enforcement flags from LexisNex-
is WorldCompliance, (ii) as predictors, the proposed 
ownership risk indicators (i.e., BOC, BOS, BOU), and (iii) 
as controls, a set of country and sector-level binary var-
iables (Figure 5).

Figure 5 – Variables used for modelling: 4 target variable (sanctions on companies, enforcements on companies, sanctions 
on BOs, enforcements on BOs), three predictors (BOC, BOS, BOU), and two controls (country, economic sector).

Several machine learning models have been imple-
mented, both for the detection of sanctions and en-
forcement cases, and for the assessment of the pre-
dictive performance of the ownership risk indicators. 
Machine learning models included logistic regression, 
decision trees, bagged trees, and random forests. All 
methods have been fitted using a training set (80% of 
the sample), and further validated on a test set (20%), 
which ultimately ensured a non-biased estimation of 
the predictive ability of both the models, and the risk 
indicators. To manage the imbalance of the target var-
iables, we employed a simple but effective sampling 
strategy on the training set based on the under-sam-
pling of the majority class (i.e. non-sanctioned/non-en-
forced observations) that we randomly matched to 
the number of observations in the minority class (i.e. 
sanctioned/enforced observations). A robustness anal-
ysis based on logistic regression was also performed 
to assess the stability of the results when cases from 
a certain country or business sector are excluded.

Satisfactory performance was achieved by all the con-
sidered machine learning methods, particularly regard-
ing sanction offences.8 In the case of logistic regression 
(Table 2), the algorithm correctly predicted 83.3% of 
sanctions on companies, and 88% of sanctions on 
owners. The prediction of companies and owners not 
subject to sanctions or prior enforcement was also 
good. The lowest performance occurred when pre-
dicting owners in the UK, who have either been sub-
ject to or not subject to enforcement, which is sugges-
tive of a more complex country-specific phenomenon.
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Table 2 – Overall predictive power (true positive and true negative rates) of risk indicators

Logistic regression (test set) True positive rate True negative rate

Company sanction 0.833 0.872

Company enforcement 0.679 0.729

BO sanction 0.879 0.851

BO enforcement excl. UK 0.615 0.564

BO enforcement UK 0.548 0.522

9 For more details see (Author. 2020).

Regarding the predictive ability of the indicators, it is 
observed that BOS was notably important for detect-
ing most offences, particularly with respect to sanction 
cases (Figure 6). Regarding BOC, there is also evidence 

of its ability to predict sanctions and enforcement on 
companies. The BOU indicator appeared to be less 
relevant in terms of predictive power, but still useful 
when used collectively.

Figure 6 – Logistic regression odd-ratios of risk indicators by target variable

While the results were stable across the whole sample, 
some country and sector-specific patterns were ob-
served. For instance, in Italy, Cyprus, and Spain, own-
ership complexity (BOC) seemed to present a strong 
connection with illicit behaviour of companies. Own-
ership links to high-risk jurisdictions (BOS), and own-
ership links to opaque corporate vehicles (BOU) were 
more relevant in Malta and the Netherlands. At the 
sector level, we observed that anomalous ownership 
complexity (BOC), and ownership links to high-risk 
jurisdictions (BOS) were major determinants of en-
forcement and sanction offences in the Financial and 
insurance sector, while ownership links to opaque cor-

porate vehicles (BOU) was an important factor in the 
Wholesale and retail trade, as well as Transporting and 
storage sector.9

To conclude, the proposed risk indicators have demon-
strated a strong predictive power, confirming that firms 
with: (i) anomalous complexity of ownership, (ii) own-
ership links to high-risk jurisdictions, and (iii) ownership 
links to opaque corporate vehicles, are more prone to 
engage in illicit activities. Interesting country and sec-
tor-specific patterns were observed, evidencing a dy-
namic and transnational phenomenon, which needs to 
be tackled by means of innovative technologies, such 
as the DATACROS tool.
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The DATACROS Tool

DATACROS is a research project co-funded by European Union Internal Security Fund – Police, and coordi-
nated by the research centre Transcrime – Università Cattolica del Sacro Cuore, aimed at developing a tool 
to detect anomalies in firms’ ownership structure that can flag high risks of money laundering, collusion, 
and corruption in the European single market. The first phase of the project (DATACROS I) was conducted 
between 2019 and 2021 with the participation of the French anti-corruption Authority (Agence Française 
Anticorruption), the Spanish Police (Cuerpo Nacional de la Policia), and investigative journalists from the 
IRPI consortium. A second phase of the project (DATACROS II) has started in February 2022 that will last 
for two years. It will aim at enhancing the Datacros prototype tool, and to test it in operational scenarios 
with a wide range of end-users, including LEAs, AROs, ACAs, CAs, and investigative journalists. The project 
consortium, led by Transcrime, is composed by 18 institutions located in 7 different EU countries (Italy, 
Romania, Spain, France, Belgium, Lithuania, and Czech Republic), including also international organisations 
and global networks, such as Europol and the Network of Corruption Prevention Authorities (NCPA). For 
more information, visit: https://www.transcrime.it/datacros/.

DATACROS is only one of several projects of the TOM – The Ownership Monitor research group, a joint 
initiative recently launched by Transcrime together with its spin-off Crime&tech, to study the opacity of 
corporate structures in Europe (and beyond).

Project DATACROS I has developed a prototype tool for 
risk assessment of legitimate companies, able to detect 
anomalies in firms’ ownership structure that can flag 
high risks of collusion, corruption, and money launder-
ing. This prototype tool is a real-time analytical plat-
form that can be used to investigate anomalies in EU 
firms’ ownership structures, and to conduct risk assess-
ments. The tool complements traditional approaches 
(e.g. sanctions list checks) with innovative machine 
learning algorithms, such as the ones presented in the 
previous sections of this study. In particular, the tool 
allows to:

• Trace and reconstruct cross-border links among compa-
nies, individuals, and related entities (i.e., BOs, sharehold-
ers, directors);

• Calculate risk indicators at firm-level in real time, in order 
to orient, target, and prioritise investigations;

• Detect cartels and clusters of firms that may signal col-
lusive behaviour;

• Identify links with firms and individuals targeted by sanc-
tions and enforcement;

• Visualise graph, maps, and dynamic analytics compo-
nents to simplify screening activities.

https://www.transcrime.it/datacros/
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During the second phase of the project (DATACROS II, 
2022-2024), the tool will be empowered, fully deployed, 
and validated by a wider set of public authorities (i.e., 

LEAs, AROs, ACAs, CAs, and investigative journalists) in 
different operational scenarios.

In particular, the tool will integrate:

• A wider set of risk indicators, suggested by the Project 
Consortium, such as financial anomalies, anomalous ge-
ographic concentrations, anomalies in turnover of own-
ers and directors, and links to Free Trade Zones;

• New data sources (e.g., company financials, procurement 
data, sanctions and enforcement data, PEPs) with global 
coverage (200 countries, 300+ million firms), allowing to 
trace complex networks, also beyond EU borders;

• New risk assessment functionalities, and machine learn-
ing-based entity resolution algorithms;

• Enhanced IT security and personal data protection archi-
tecture, to ensure its compliance with governing laws at 
EU and national level (e.g. Directive 680/2016 and GDPR).

Conclusions

Due to the increased use of legitimate companies in 
illicit schemes, corporate ownership secrecy has be-
come a central issue in the global political and eco-
nomic debate. While several measures have been im-
plemented worldwide to increase the transparency of 
firms and their owners, empirical evidence and knowl-
edge on the subject remains limited to few case stud-
ies: there is a complete absence of large-scale analyses. 
Moreover, there is a lack of tools that are specifically 
designed for risk assessment and risk monitoring of 
firms to be used by public authorities (e.g., LEAs, FIUs, 
CAs, ACAs, TAs).

Schemes are getting more complex (e.g., cross-border, 
use of opaque vehicles, complex ownership schemes), 
but information is getting richer. Therefore, advance 

methodologies are required to prepare LEAs and oth-
er authorities as to adequately combat financial crime 
in the digital age. It is fundamental to develop knowl-
edge and skills to support: (i) gathering of information 
on companies and related entities/individuals, (ii) de-
veloping of ML-based indicators and models to iden-
tify high-risk companies, and (iii) implementation of 
customised tools for investigation and risk assessment 
of companies and owners. In fact, current tools and 
solutions available on the market are designed primari-
ly for financial institutions (e.g. for anti-money launder-
ing and compliance purposes), revealing a lack of tools 
specifically designed for public authorities.

In response to this, we propose and validate an inno-
vative analytical approach for measuring the opacity of 
corporate ownership through a set of secrecy risk indi-
cators. The proposed risk indicators have demonstrat-
ed a strong predictive power, confirming the relevance 
of corporate ownership opacity as a key element to 
fight financial crime. The analysis conducted indicates 
that even strong and stable economies within the EU 
are vulnerable in this regard. Firms with (i) anomalous 
complexity of ownership, (ii) ownership links to high-
risk jurisdictions, and (ii) ownership links to opaque 
corporate vehicles are, in fact, more prone to engage 
in illicit activities.

The present study also presents the DATACROS tool, 
a prototype software that allows to calculate in real 
time the ownership risk indicators discussed in this 
paper, integrating them in an analytical platform de-
signed to support financial crime investigations by 
public authorities. In the first phase of the project 
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(2019-2021), the tool has been tested by different end 
users, including the French Anticorruption Agency, the 
Spanish Police, and the investigative journalists from 
IRPI, who have reported a high level of satisfaction with 
the tested tool. A second phase of the project (DATA-
CROS II) has started in February 2022, and will last for 
two years. It will aim to enhance the DATACROS pro-
totype tool, and to test it in operational scenarios with 
a wide range of end-users: LEAs, AROs, ACAs, CAs, and 
investigative journalists. The project consortium, led by 
Transcrime, is composed by 18 institutions located in 
7 different EU countries (Italy, Romania, Spain, France, 
Belgium, Lithuania, Czech Republic), including also 
international organisations and global networks, such 
as Europol, and the Network of Corruption Prevention 
Authorities (NCPA).

The findings of the present research lead us to sug-
gest various recommendations. First, it is required to 
improve the assessment and mapping of high-risk ar-
eas and sectors of activity, and how this impacts the 
misused of legitimate structures by organised crime, 
and other criminal actors. Improving the monitoring 
exercise could only enhance understanding of how 
risks evolve and change, overall and across territories 
and industries.

Second, there is a growing need for data analytics solu-
tions and risk indicators to increase the effectiveness of 
monitoring and supervision of ownership opacity.

The last recommendation relates to the improvement 
of information exchange and cooperation among pub-
lic authorities. As the latest SOCTA report highlighted, 
current criminal schemes entail crosslinks among cor-
ruption, money laundering, organised crime, and tax 
fraud (Europol 2021). This calls for the EU to support 
activities that promote communication, coordination, 
and cooperation among the wide variety of stakehold-
ers active in the fight of corruption, money launder-
ing, and other financial crimes, including LEAs, ACAs, 
CAs, FIUs, TAs, investigative journalists, and civil society 
NGOs.
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Annexes

Annex 1: Black and grey lists considered in the study
Updated as of October/November 2019

List Countries included

EU black list of non-cooperative jurisdictions for tax purpos-
es (08/11/2019)

American Samoa, Fiji, Guam, Oman, Trinidad and Tobago, United States 
Virgin Islands, Vanuatu, Samoa

EU grey list of non-cooperative jurisdictions for tax purpos-
es (08/11/2019)

Anguilla, Antigua and Barbuda, Armenia, Australia, Bahamas, Barbados, 
Bermuda, Bosnia and Herzegovina, Botswana, Belize, British Virgin Islands, 
Cape Verde, Cayman Islands, Cook Islands, Curacao, Jordan, Maldives, 
Marshall Islands, Mongolia, Montenegro, Morocco, Namibia, Nauru, Niue, 
Palau, Saint Kitts and Nevis, Saint Lucia, Seychelles, Swaziland, Thailand, 
Turkey, Vietnam

FATF AML black list (October 2019 statement) – Call for 
action

Iran, Democratic People’s Republic of Korea

FATF AML grey list (October 2019 statement) – Other moni-
tored jurisdictions

Bahamas, Bouvet Island, Cambodia, Ghana, Iceland, Mongolia, Palau, 
Papua New Guinea, Tajikistan, Tunisia, Yemen, Zimbabwe
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Annex 2: Prediction accuracy of different models for the different target variables
Accuracy metrics include true positive rate (TPR), true negative rate (TNR), overall accuracy, and area under the 
curve (AUC)

TPR TNR Accuracy AUC

Logistic Regression (LR)

Company sanction 0.833 0.872 0.853 0.931

Company enforcement 0.679 0.729 0.704 0.785

BOs sanction 0.879 0.851 0.865 0.896

BOs enforcement UK excl. 0.615 0.564 0.589 0.634

BOs enforcement UK only 0.548 0.522 0.535 0.550

Decision Tree (DT)

Company sanction 0.876 0.846 0.861 0.919

Company enforcement 0.769 0.634 0.701 0.731

BOs sanction 0.869 0.856 0.863 0.879

BOs enforcement UK excl. 0.520 0.675 0.598 0.639

BOs enforcement UK only 0.874 0.164 0.524 0.533

Bagged Trees (BT)

Company sanction 0.910 0.778 0.844 0.918

Company enforcement 0.763 0.634 0.698 0.759

BOs sanction 0.856 0.841 0.849 0.890

BOs enforcement UK excl. 0.515 0.670 0.592 0.640

BOs enforcement UK only 0.874 0.164 0.524 0.533

Random Forest (RF)

Company sanction 0.752 0.868 0.810 0.922

Company enforcement 0.729 0.662 0.696 0.766

BOs sanction 0.851 0.859 0.855 0.885

BOs enforcement UK excl. 0.578 0.610 0.594 0.649

BOs enforcement UK only 0.550 0.523 0.537 0.554
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Abstract
There is a vast dark market focused on the antiquities trade, the main character of which, when com-
pared to other illicit businesses, is its capacity to intermix with the legal market. This makes it more diffi-
cult to investigate. We must also add to this the fact that digital tools have changed our way of life and the 
manner in which business is conducted, and people undertaking criminal activities have not been left 
out of this. In this regard, law enforcement agencies need to develop scientific knowledge and IT capac-
ities, in cooperation with academics and society, in order to face the continuous challenges in this field.  
Open Source Intelligence (OSINTI techniques are some of the most valuable tools in this regard, such as carrying 
out provenance investigations, which are crucial to identifying and proving the illicit origin of any object. This 
presentation aims to provide a succinct overview of the issue to foster the development of new academic re-
search and investigations within the field.

Keywords: OSINT, cultural property, heritage, illicit trafficking, law enforcement, training.

Introduction

The illicit trafficking of cultural goods is currently one 
of the most prominent markets in the world, and thus 
the considerable volume of police operations fight-
ing the trade has not declined. We are going to give 
a very brief introduction to the main characteristics 
which make this market “special”, in comparison with 
other illegal markets, and point out some of the causes 
behind why this trade has endured for centuries, and, 
finally, expose how OSINT techniques can help law en-
forcement agencies to fight against it.

Main characteristics of the illicit trade of cultural 
objects
Cultural property is a crucial part of the identity of any 
state and a sector with significant economic value. So, 
protecting it from criminals seeking economic bene-
fits, or any attack in which the objective would be to 
damage the very identity of a people (e.g., armed con-
flicts or terrorist attacks), is an essential duty of law en-
forcement agencies.

International legislation, and subsequently, national 
legislation, started trying to establish control of the 
cultural goods market in 1970. The 1970 Convention 
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on the Means of Prohibiting and Preventing the Illicit 
Import, Export and Transfer of Ownership of Cultural 
Property, together with the 1995 UNIDROIT Conven-
tion on Stolen or Illegally Exported Cultural Objects 
are the primary international regulations regarding this 
issue1. As a result of this legislation, specialised units of 
law enforcement agents were established, and now-
adays, there is an international network between dif-
ferent countries working against the illicit trafficking 
of cultural goods, hand in hand with Europol, Interpol, 
the World Customs Organisation (WCO) and the United 
Nations Office on Drugs and Crime (UNODC).

Besides that, an enormous quantity of objects is seized 
every year, and the number of people arrested or in-
vestigated is not decreasing, as we can see in interna-
tional police operations like Pandora2. In 2017, accord-
ing to the statistics reporting the operation3, 41,000 
cultural objects were seized and 53 people were arrest-
ed through 200 investigations spanning 81 countries, 
which ran from October to December. We can see 
similar data every year, and how the importance of the 
online market is growing. In fact, for Operation Pando-
ra 2021, the online market was an important objective, 
and a cyber patrol week was organised to focus efforts 
on the internet trade.

Currently, we see an elevated level of international con-
cern regarding the illicit trade of cultural objects, and at 
the same time, we can see how that trade not only per-
sists, but even thrives, and continues with its negative 
impact on society. Furthermore, other forms of crime, 
such as tax evasion and money laundering, are usually 
linked with it.

The prime reason for this is likely to be the conjunction 
of characteristics that make this illegal trade different 
from other illegal trades. The transnational nature of 
the illicit traffic in antiquities is what makes it possible, 
as with other illegal markets, but perhaps the most 
characteristic element of this particular market is the 

1 We should also bear in mind the 1954 Hague Convention for the Protection of Cultural Property in the Event of Armed Conflict and the 
Council of Europe’s 2017 Nicosia Convention on Offences relating to Cultural Property, as well as the European regulation regarding the 
export of cultural goods (Council Regulation (EC) No. 116/2009) and regarding the introduction and import of cultural goods into the 
Union (Regulation of the European Parliament and of the Council (EU) No. 2019/880).

2 Operation Pandora is the name of a joint pan-European operation of law enforcement authorities, along with Europol, Interpol, UNESCO 
and the WCO against the theft and illicit trafficking of cultural goods. The operation is repeated every year. 

3 https://www.interpol.int/fr/Actualites-et-evenements/Actualites/2018/Over-41-000-artefacts-seized-in-global-operation-targeting-traf-
ficking-of-cultural-goods 

4 There is a significant volume of potentially related crimes: receiving, looting, concealment, counterfeiting, fraud, money laundering or 
organised crime (European Commission, 2019). Today, any action against money laundering (Teichmann, 2019), terrorism financing or 
tax fraud must be implemented alongside measures to prevent the trafficking of cultural goods (UNESCO, 2018). 

way it makes use of the great variety of heterogeneous 
national state laws, making it relatively easy to intro-
duce illegal objects into the legal market (Alder & Polk, 
2007), thus succeeding in uniting the two markets, the 
legal and the illegal, creating what some authors have 
called a “grey market” (McKenzie et al., 2020).

What we find is a market for which an intricate net-
work of collaboration is used, employing highly vari-
able methods and structures (Campbell, 2013; McKen-
zie, 2014). The trade is established as a network which 
functions in a similar way to other illegal trades. It is 
very closed, and the participants continuously vary 
their roles and components, as other modern crimi-
nal groups do. They are comprised of “fluid network 
structures rather than more formal hierarchies”, an or-
ganisational structure that is particularly well suited to 
trafficking (Campbell, 2013).

All this together entails a complex transfer of objects, 
resulting in the mixing of cultural goods with very di-
verse origins, making them extremely difficult to trace. 
On top of this difficulty, we need to also bear in mind 
other related laws, aside from those regarding the im-
port and export of cultural heritage goods4.

Consequently, investigators and researchers must face 
too many limitations in their work. We do not have, for 
example, reliable data regarding the scope of the mar-
ket and a very poor understanding of how the trade 
is actually organised and operates. On the other hand, 
we do know that the dark figure of crime is very high 
in this sector.

One example of our lack of knowledge regarding this 
data is the frequently repeated claim, not only by me-
dia outlets, but even by academics, which states that: 
“the trade of cultural objects is valued at billions of dollars 
annually and ranks with drugs and arms as one of the 
three most serious illicit trades”. This claim has been re-
futed many times, but never seems to go away (Brodie, 
et al., 2022).

https://www.interpol.int/fr/Actualites-et-evenements/Actualites/2018/Over-41-000-artefacts-seized-in-global-operation-targeting-trafficking-of-cultural-goods
https://www.interpol.int/fr/Actualites-et-evenements/Actualites/2018/Over-41-000-artefacts-seized-in-global-operation-targeting-trafficking-of-cultural-goods
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Another similar claim is that Da’esh has been financ-
ing its activities through antiquities trafficking, which is 
alleged to have been making the group tens, or even 
hundreds of millions of dollars, figures which, again, 
have been impossible to verify (Brodie, et al., 2022).

The damage caused by this activity is substantial. Aside 
from the loss of scientific knowledge5, the illicit traffick-
ing of antiquities can be viewed as:

 — A political and cultural challenge to the sovereign-
ty of the source countries (Mackenzie & Yates, 2016; 
McKenzie et al., 2020).

 — A direct threat to religious identities, e.g., through 
iconoclastic destruction (Isakhan & González, 2018).

 — A missed opportunity for society after an armed 
conflict or catastrophe (Viejo-Rose, 2013).

Taken together, these factors result in a great impact 
on economic and social systems (TRACID, 2019). It 
should also be borne in mind that cultural objects are 
a unique testimony to the evolution and identity of 
peoples and that the importance of protecting them 
takes on greater significant because they are irreplace-
able. They are a vital educational resource that reveal 
the rich and complex story of humanity, comprised of 
many peoples, ideas, and faiths (Rufián, 2021).

OSINT as a source of intelligence.

Open-Source Intelligence is defined as intelligence 
produced using data accessed from public sources, 
which is subsequently processed by the intelligence 
cycle in order to gain insights (Böhm & Lolagar, 2021). 
We understand open sources to be those documenta-
ry resources that are within the public domain, in any 
medium, format and means of access (Felip i Sardà, 
2004; Martín de Santos & Martín Vega, 2010).

On the other hand, the intelligence cycle consists of 
well-defined phases, through which a final product is 
obtained, a cycle that is designed to provide answers. 
To better explain this, we are going to follow one of the 
universal models of intelligence cycles, specifically the 
one used by the Spanish National Intelligence Centre 
(CNI, 2022), which consists of five phases:

5 The indiscriminate excavation of archaeological sites, without regard for archaeological recording methodology, causes irreparable loss 
of scientific knowledge regarding the society and culture which created the objects (Brodie et al., 2000; Rodríguez, 2012; Renfrew & 
Bahn, 1991; McKenzie et al., 2020).

• Direction phase: This is the phase in which the organisa-
tion determines the intelligence needs that are required.

• Planning phase: In this phase, the resources and meth-
ods for obtaining information are planned and organ-
ised.

• Collection phase: All relevant information is gathered 
and organised. OSINT is one of the disciplines in this 
phase.

• Processing phase: When all the information collected 
is processed, the final intelligence product is created 
through assessment, examination, integration, interpre-
tation and drafting.

• Dissemination phase: This is the final phase of the cycle, 
when the intelligence is distributed to its intended re-
cipients.

Although we have seen OSINT as a part of the intelli-
gence cycle, since its inception in the 1940s up to the 
present, it has been configured as an autonomous 
discipline. This is due to the need to adopt a new ap-
proach to intelligence, derived from the universalisa-
tion of information and communication technologies.

The current context of hyperconnectivity favours the 
existence of a large amount of data flows available on 
the internet. The human need for communication is 
now widely covered and amplified through the use of 
internet platforms. We are now facing the paradox that 
individuals and organisations dump their information 
on the internet, and it is its processing that is now more 
complex than its storage. This, coupled with the fact 
that specific tools are being developed to automate 
processes and compile data, allows analysts to create 
intelligence products at little cost to agencies. The real 
cost is the need to train analysts to adapt to this new 
environment.

On the other hand, this data flow context means that 
internet users themselves are grouping into what we 
could call digital neighbourhoods and that social cus-
toms are evolving. This gives rise to new globalised 
models of communication and business, but also 
crime. In order to gather information through OSINT 
techniques, understanding globalisation and its effect 
on the determination of certain social networks or 
communication channels is essential.

The information gathering opportunities provided by 
both Big Data and OSINT have been learnt by a large 
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number of private sector organisations. Large corpo-
rations have their own corporate intelligence services 
that rely on open sources for intelligence and coun-
ter-intelligence activities.

There is an opportunity within the public sector for law 
enforcement agencies to fulfil their mission effectively 
by tapping into the flood of information flowing be-
yond closed databases. In this respect, OSINT focussed 
on organised property crime has been identified as 
a priority training need in the ‘European Union Stra-
tegic Training Needs Assessment 2022-2025’ (CEPOL, 
2021). For this purpose, it would be desirable to train 
members of Law Enforcement both in the use of open 
source tools and in information analysis skills.

What OSINT can provide in the illicit trade 
of cultural objects

The Internet has created essential changes in the mar-
ket, allowing new buyers and sellers to participate, 
with low-cost objects, and reaching more people (Mc-
Kenzie et al., 2020). Social networks are also playing 
a significant role in the illicit trade (Sargent et al., 2020). 
Researchers have documented a substantial boost in 
recent years, especially during the Coronavirus crisis, 
when border closures have turned the Internet into 
a safer way to sell and buy antiquities. On the other 
hand, the marketing of illegal antiquities on a social 
platform, like Facebook, for example, represents a curi-
ous middle ground for regulation6 (Votey, 2022), which 
makes it difficult for Law Enforcement to work and easy 
for the traders.

In that context, we need all actors involved in miti-
gating the illicit trafficking of cultural property to be 
well-prepared. Any loss of time only serves to favour 
the smugglers, while undermining cultural heritage, 
science and hope (UNESCO, 2018). The amount of in-
formation available online can be overwhelming, and 
the lack of expert knowledge can cause potential 
damage and lead to false beliefs (Yeboah-Ofori & Brim-
icombe, 2017).

The case study presented as proof of concept aims to 
provide another perspective on cultural heritage re-
search within the context of law enforcement. It was 
carried out using entirely open source techniques in 

6 In this regard, the ATHAR project, an initiative led by anthropologists and heritage experts digging into the digital underworld of trans-
national trafficking, terrorism financing and organised crime, has shown how difficult is to deal with this kind of platform in their 2019 
report called “Facebook’s black market in antiquities”. The report is available here: http://atharproject.org/report2019/ 

order to demonstrate their usefulness and the inves-
tigative capacity they offer, from the basics to more 
complex organisational structures.

After the direction phase, in which the need for knowl-
edge about the looting of historical heritage in Ukraine 
using metal detectors was identified, the planning 
phase was established. First of all, contact was made 
with the target group. The aim was to understand 
what mechanisms drive and enable the trafficking of 
historical objects by individuals, as well as the channels 
that are chosen for their publicity and marketing. It was 
possible to determine that looting using metal detec-
tors is a socially accepted practice, used as an element 
of exaltation of cultural heritage.

Using Google’s online translator, searches were per-
formed on the two main social networks that were 
determined to be the core networks for this research: 
Facebook and VKontakte. It was decided to work on 
these social networks because, as proof of concept to 
be developed in a summarised way, both have similar 
characteristics and are widely used within the geo-
graphical area where the research was carried out.

Facebook is one of the most popular social networks 
worldwide, with more than 2.8 billion users and VKon-
takte is a similar social network with more than 600 
million users, which is widely used within the Russian 
sphere of influence.

The collection phase began with the identification of 
various user groups on the internet, dedicated to the 
recreational use of metal detectors. These were locat-
ed in the communities of the Facebook social network.

Analysing the content of the messages and photo-
graphs of these groups, several items were found to 
bear the hallmarks of having been looted.

There were posts concerning ancient coins, pendants, 
medieval helmets and weapons, in which users asked 
about their possible sale price. In some cases, they 
even gave an estimate of the historical period to which 
they belonged.

This made it easier to target the investigation to specif-
ic individuals, specifically, the profiles of the users who 
posted these messages, as well as the relevant profiles 

http://atharproject.org/report2019/
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that interacted with them. After extracting the unique 
IDs of each profile and storing them, information about 
the profile holders was obtained.

Unique ID numbers correspond to each existing profile 
on a social network and enable it to subsequently be 
traced, even if its user name is changed. This number 
can be extracted from the URL by a calculation using 
various tools. From the basic publicly available informa-
tion obtained from each profile, attention was turned 
to the VKontankte network to expand upon it and in 
some cases they were geolocated through the profile 
pictures.

For storage, the open source resource “archive.to-
day” was used. Through this non-commercial service, 
a copy of any web page can be saved.

Subsequently, an open source tool called Eriys/SellerFB 
was used. This tool is publicly available on the Github 
platform in the repository of the user Eriys and allows 
the activity of a Facebook account on Facebook Mar-
ketplace to be known (Eriys Github repository 2022). 
SellerFB extracts the seller’s profile information, as well 
as the items the seller has sold. It also returns informa-
tion on the unique identifier of the Facebook Market-
place seller, the locations associated with that seller, 
the groups in which offers have been posted and the 
seller’s rating. In this way, it was possible to correlate 
objects that had been displayed in metal detector user 
groups with transactions made on Facebook Market-
place, and these in turn could be correlated with the 
unique identifiers of Facebook and Facebook Market-
place accounts.

If necessary, based on the information obtained so far, 
the focus of the research could have been shifted to 

other social networks in order to expand it. Emulated 
geo-positioning techniques could have been used in 
order to locate profiles of certain social networks in 
physical locations, for example.

Conclusion

In conclusion, starting from a need to obtain informa-
tion, it has been possible to obtain a large amount of 
accurate information collected entirely through open 
sources.

Firstly, a large number of individuals gather through 
communities on social networks, share and trade loot-
ed cultural property. For each of these individuals of 
interest to the investigation, it has been possible to 
obtain sufficient data to locate them physically. It has 
also been possible to identify individuals who have 
used Facebook Marketplace to carry out transactions 
with allegedly looted cultural objects. Next, it has been 
possible to obtain graphic evidence of a catalogue of 
items that, if necessary, could be used as evidence of 
the traceability of the origin of certain pieces, within 
the context of an official investigation.

Finally, through the interactions and study of the fol-
low-ups carried out on certain user communities or 
sales pages, a large amount of identifying data can be 
obtained from them, and the scope of the research can 
be broadened.

From the public data obtained from these shops, it is 
possible to extract a great amount of information, and 
thus establish links between individuals and points of 
sale.
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Abstract
As the rules for countering money laundering constantly change, criminals find new methods and platforms to 
launder their “dirty” money. Recently, such new platforms have included the art market and the use of crypto 
currencies. Subsequently, both of these sectors were added to the list of sectors susceptible to facilitate money 
laundering. Apart from the traditional art market, criminals may use digital art in order to facilitate their activities. 
The rise of the digital art market with the expansion of Non-Fungible Tokens (NFTs) is a new area of concern for 
law enforcement agencies. Anonymity and price volatility of NFTs create a unique and exploitable environment 
for criminals. The complex nature and uncertain legal status of NFTs further complicate the counter measures one 
can take. This paper explains what NFTs are, analyses their relation to money laundering risks and scrutinises their 
legal status in the EU. In doing so, it identifies gaps in the law and training needs of law enforcement agencies.
Finally, the paper provides potential solutions and recommendations in relation to these gaps. The paper offers 
a novel study on NFTs and aims to pave the way for further comparative studies related to NFTs.

Keywords: Non-Fungible tokens (NFTs), art market, money laundering, training

Introduction1

Money laundering is a global phenomenon which is 
under constant scrutiny. At international, European and 
national levels, new rules are constantly adopted in or-
der to tackle money laundering. These new rules are 
dependent on the evolving character of markets and 
financial systems as well as the methods criminals use 
to launder their illegal proceeds. From laundering the 
proceeds of drug trafficking, which was the starting 

point in the fight against money laundering, to money 
laundering of cryptocurrencies gained from ransom-
ware attacks (Akdemir, Lawless & Turksen, 2021), legis-
lators have been adopting new rules to keep at pace. 
These new rules aim to address new phenomena and 
respond to new pathways used by criminals. One such 
phenomenon unfolding in a new platform is the art 
market which has been lately added to the list of sec-
tors susceptible to facilitate money laundering.
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There are particular characteristics of art market which 
make it attractive to money launderers. Firstly, for many 
decades, the art market was characterised by a lack of 
robust regulation, and efforts to impose anti-money 
laundering rules on art market dealers have not suc-
ceeded in bringing tangible results (Akdemir, Lawless & 
Turksen, 2021; Transparency International UK, 2015; Huf-
nagel & King, 2019). Furthermore, the art market’s lack 
of transparency and its volatile prices made it a perfect 
sector for money laundering (Purkey, 2010). Prices are, 
normally, quite high in the art market and the price of 
an art work can be speculative. The price can go up 
or down depending not only on the evaluation of the 
art work by art experts but also the price that potential 
buyers are willing to pay. As a result, an art work can 
be expensive but, if criminals want to launder a high 
amount of money through art, the price paid could 
easily be manipulated and/or forged in order to reduce 
the price value thus no suspicions would be raised 
(Purkey, 2010).

Moreover, the art sector is characterised by secrecy and 
anonymity which presents disadvantages (Burroughs, 
2019). Secrecy and anonymity are problematic in rela-
tion to countering money laundering and recovery of 
criminal assets (International Monetary Fund, 2019). Art 
works are often offered for sale anonymously and po-
tential buyers are represented by auction houses or art 
dealers. Therefore, criminals can sell or buy art without 
having their identities revealed to anyone. This path of 
secrecy and anonymity to art trade has risen the num-
ber of criminals involved in the art market (Internation-
al Monetary Fund, 2019).2

For several years, the art market was not regulated in 
relation to anti-money laundering rules in the EU. The 
EU, in response to international concerns (Burroughs, 
2019), adopted the Fifth Anti-Money Laundering Direc-
tive on April 2018 which requires “(…) persons trading or 
acting as intermediaries in the trade of works of art, includ-
ing when this is carried out by art galleries and auction 
houses, where the value of the transaction or a series of 
linked transactions amount to EUR 10000 or more” (Euro-
pean Parliament and European Council Directive, 2018, 
Article 1(c)(i)) to conduct due diligence searches and, 
when appropriate, to file a suspicious activity report 
(SAR) to national Financial Investigation Units (FIUs).

2 On page 33 of this IMF report, it is highlighted that as noted by the FBI and Interpol, “in comparison with other trade sectors, the art mar-
ket faces a higher risk of exposure to dubious financial practices” because “the volume of legally questionable transactions in noticeably 
higher than in other global markets”. 

3 This has been the highest amount of money paid for an NFT so far.

Despite the introduction of anti-money laundering 
rules, a new area of concern was identified: the ex-
pansion of NFTs (International Monetary Fund, 2019; 
Europol, 2022). There are several attributes that make 
NFTs attractive for criminals to launder their illegal 
funds through this medium. Firstly, the peer-to-peer 
transactions of NFTs without the involvement of in-
termediaries may or may not be recorded on a public 
ledger. Secondly, the fact that NFTs can be transferred 
online without limitations of geographical location 
and the anonymity of the internet make NFTs suscepti-
ble to be abused by money launderers.

The focus of this article is on NFTs and their relation 
to money laundering risks they pose. In the first part, 
the concept of NFTs in the art market is analysed. Then, 
their relation to money laundering and whether ex-
isting anti-money laundering rules at the EU level can 
capture NFTs are critically examined. In the final part, 
recommendations will be made on how to better reg-
ulate NFTs in the anti-money laundering context.

Definition of NFTs

NFTs can be considered as a new form of digital art. Tra-
ditionally, we think of art – or high art – as a painting by 
Picasso, Dali or Modigliani. The times are changing – so 
does art. NFTs are a new trend and, may be, the future 
of art. They became particularly “famous” during spring 
2021 when Beeple’s collage, ‘Everydays – The First 5000 
Days’ was sold by Christie’s for USD 69 million (Reyburn, 
2021).3 During the COVID-19 pandemic, art found new 
ways to expand or, from a more critical perspective, the 
rise of NFTs has coincided with the traditional art mar-
ket being subjected to stricter anti-money laundering 
rules in the EU (European Parliament and European 
Council, 2018). Putting the traditional art market on the 
radar of anti-money laundering rules, Financial Intelli-
gence Units (FIUs) and law enforcement agencies may 
have driven criminals to search for alternative methods 
of laundering their proceeds of crime.

NFTs can be various types of digital or virtual assets 
(Dowling, 2021) and the most common types are ob-
jects in virtual worlds, artworks and digitalised char-
acters from sports, music or other artistic activities. 
NFTs are blockchain-based tokens which securely map 
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ownership rights to digital/virtual assets (Ante, 2021). 
As paintings that belong to someone are exhibited in 
museums and art galleries for the public, NFTs are anal-
ogous to that as they provide a means of represent-
ing possession or ownership of digital assets such as 
games, art and music. The ownership of NFTs is usually 
registered on an Ethereum network.4 The Ethereum 
network is functioning ‘as one large computer which 
executes programs in lockstep’ and which is ‘virtual-
ised by a network of other machines’ (Dannen, 2017).

There is a specific distinction between NFTs and other 
types of blockchain and crypto tokens such as Bitcoin. 
Cryptocurrencies are fungible; there is no distinctive 
element between two Bitcoins as they have the same 
characteristics and they convey the same rights to their 
owners, thus called fungible tokens. NFTs, on the oth-
er hand, as their name suggests, are a special form of 
blockchain-based tokens as they represent a unique 
value that cannot be fully replaced by a different or sim-
ilar token (Ante, 2021). Each NFT is unique and different 
from other NFTs, thus non-fungible (non-replaceable) 
as in the case of a unique piece of art. NFTs are traded 
on specialised marketplaces such as Opensea for digi-
tal artwork (Jordanoska, 2021). By purchasing NFTs, the 
collector or the purchaser acquires a certificate of au-
thenticity which cannot be modified, lost or destroyed 
(Carron, 2021).

Money Laundering and NFTs

The sale of an NFT for USD 69 million and the rise in 
prices of CryptoPunks demonstrate a volatile market 
where exorbitant amounts of money are involved 
(Christies, 2021). Concerns have been raised by regu-
lators and market experts around the globe whether 
these amounts of money spent on NFTs are used in or-
der to circumvent the increasingly robust anti-money 
laundering legislation both at international and the EU 
levels (US Department of Treasure, 2022; Bluemel, 2022). 
These concerns were confirmed by the 2022 Crypto 
Crime Report which demonstrated that NFTs may be 
associated to money laundering. In the third quarter of 
2021, the ‘value sent to NFT marketplaces by illicit ad-
dresses jumped significantly’, worth around 1 million 
US dollars’ worth of cryptocurrency. In the fourth quar-

4 Ethereum. (2022). Available from https://ethereum.org/en/ [Accessed 29th June 2022].

5 NFTs are linked to a unique asset that may be a GIF, a song, a limited-edition print, or even an “analogue” painting – as work of arts. 

6 Anonymity is a major issue in relation to NFTs. From the trading perspective, there is a risk that users will trade with themselves (wash 
trading) and, thus, will be able to launder their money themselves. Criminals, by abusing anonymity, can create their own NFT, register it 
on a marketplace and then purchase it themselves. 

ter, the number went to around 1.4 million US dollars. 
In both quarters, the big majority of the activities de-
rived from ‘scam-associated addresses sending funds 
to NFT marketplaces to make purchases’. In addition, 
both quarters present important amounts of stolen 
funds to be used to purchase NFTs. A bigger concern is 
that, in the fourth quarter of 2021, around 284,000 US 
dollars’ worth of cryptocurrency are used to buy NFTs 
from ‘addresses with sanctions risk’ (Chainalysis, 2022).

One major challenge in the context of anti-money 
laundering compliance and law enforcement contexts 
is whether NFTs are considered as a work of art or not. 
For the money laundering concerns, this dilemma is 
significant. Recently, Wikipedia editors have voted not 
to classify NFTs as art which sparked outrage in the 
crypto community (Artnet News, 2022). The example 
of Wikipedia is not the one that will inform legislation 
or the judiciary but it demonstrates the challenging 
nature or acceptance of NFTs as art objects (Carron, 
2021).5 From the reactions coming from the crypto 
world, the common argument is that we cannot chal-
lenge digital art and cancel digital artists. This ongoing 
debate around NFTs as works of art is important for its 
ramifications in the fight against money laundering. 
While NFTs are unique pieces of code (tokens) linked 
to an underlying asset, it is not an artwork itself (Gould, 
2022). Even if NFTs are not art per se, it is at least a means 
of trading in art or a digital asset with a significant val-
ue (Gould, 2022). Therefore, if NTFs are considered as 
digital art and a valuable asset, repercussions occur in 
the fight against money laundering.

At the EU level, the Fifth EU Anti-Money Laundering Di-
rective does not provide an explicit definition of “works 
of art” nor does it define or mention NFTs. Thus, it is not 
certain whether NFTs would be considered as works 
of art under the Directive and be subject to anti-mon-
ey laundering and terrorist financing rules including 
as CDD and Know Your Customer (KYC) practices. Be-
cause of the common features between traditional art 
market and NFTs such as price volatility and anonymity 
of buyers,6 it may be the case that certain regulators 
will voluntarily decide to consider NFTs as works of art 
and put these under anti-money laundering rules for 
traders of NFTs.

https://ethereum.org/en/
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At present, establishing what NFTs are seems to be 
a major challenge; should they be considered as vir-
tual currencies, securities, crypto assets, digital art or 
collectibles. The Fifth EU Anti-Money Laundering Di-
rective does not provide clear details on the reporting 
requirements on NFTs despite its regulatory extension 
to virtual currency exchanges and custodian wallets. 
One possible explanation is that, back in 2018 when 
the Fifth EU Anti-Money Laundering Directive was cre-
ated, NFTs were not widely known or used; thus, they 
stayed out of regulatory scope of the EU’s Anti-Money 
Laundering legal regime.

Nevertheless, the European Commission proposed in 
September 2020 a regulation which may include rules 
that would apply to NFTs. The Markets in Crypto-assets 
Regulation (MiCAR) provides a definition for crypto-as-
sets, the first EU legal instrument to do so. MiCAR thus 
defines crypto-assets as “digital representation of val-
ue and rights which may be transferred electronically, 
using distributed ledger technology or similar technol-
ogy” (European Commission, 2019, Article 3(1)(2)). The 
purpose of the MiCAR is to put in place control and 
monitoring measures for crypto-assets which are not 
regulated under the existing EU financial legal frame-
work (European Parliament and European Council, 
2014). The proposal is expected to be adopted in the 
next couple of years and to be implemented by Mem-
ber States no later than 2024.

The MiCAR proposal aims to provide rules on the pub-
lic offering of crypto-assets, the admission of cryp-
to-assets on a trading platform, the licencing of cryp-
to-asset service providers and the implementation of 
market abuse rules for crypto-assets businesses (Eu-
ropean Commission, 2019, p.2). There are three main 
categories of token in the proposed MiCAR. These 
are asset-referenced token, e-money token and other 
crypto-assets with different requirements for each in 
relation to licencing and issues. NFTs may fall under 
the last category, “other crypto-assets”. In this last cate-
gory, issuers of crypto-assets do not have any specific 
licensing obligations but are required to be a legal en-
tity (even if they are established outside the EU) and to 
comply with certain business and governance conduct 
requirements (European Commission, 2019, Article 13).

While this category of “other crypto-assets” will be 
subject to specific rules on inter alia admission to trad-
ing on a trading platform, the authorisation of related 
service providers and market abuse rules, the proposal 

exempts issuers of crypto-assets which are unique and 
non-fungible from the requirement to publish a white 
paper for public offerings. Consequently, NFTs provid-
ers and traders will be exempted from the obligation 
to publish such a white paper but they will be subject 
to anti-money laundering and counter-terrorist financ-
ing rules. In the recitals of the MiCAR, special reference 
is made to “virtual assets” as defined by the Financial 
Action Task Force (FATF). According to this definition, 
virtual asset ‘is a digital representation of value that can 
be traded, or transferred, and can be used for payment 
or investment purposes’ (FATF, 2021a). In its latest draft 
guidance on March 2021, FATF replaced a previous ref-
erence to “assets that are fungible” with “assets that are 
convertible and interchangeable” (FATF, 2021b). This 
definition from FATF may involve NFTs but this is not 
clear, yet.

Training for law enforcement agencies

The area of NFTs, as demonstrated, is a fast-evolving 
field that combines technology and art and which 
lacks a specific regulatory framework. The record sales 
of NFTs as well as the expanding creation and sale of 
them create an emerging need for training for those 
entities responsible for governance, suspicious trans-
action reporting and law enforcement in this grow-
ing area. LEAs need to be up to date and trained to 
understand how NFTs work and the risks they pose. 
The need for training was highlighted in the – long 
awaited – report of the US Department of Treasure 
(USDT) entitled “Money Laundering and Terror Finance 
Through the Trade in Works of Art” in February 2022 
(US Department of the Treasure, 2022). The report 
stresses the need to regulate and control NFTs as an 
expanding area of digital art. The USDT rings the bell; 
as the traditional art market has to respect anti-money 
laundering and terrorist financing rules, the digital art 
is still in a grey – not adequately – regulated zone (US 
Department of the Treasure, 2022).

Thus, given the risks, the USDT recommends updating 
guidance and training for law enforcement agencies,as 
well as customs and asset recovery agencies. Law en-
forcement agencies should develop their internal train-
ing on money laundering and high-value art (including 
NFTs) which can include experts in the field of money 
laundering via the art market in order to “identify the 
risks and opportunities” available to launderers. The 
report proposes the creation of a “written toolkit and 



145

Art of Money Laundering with Non-Fungible Tokens: A myth or reality?

specific methodology with strategies for investigating 
money laundering” in the art sector. While the need 
for training is apparent, the question of ‘what is the 
most efficient way to organise this training?’ remains. 
The novelty of NFTs and their fast development create 
a new sector where specialisation and expertise are 
scarce. Our research revealed that the number of aca-
demic training programmes on NFTs is limited and that 
hardly any LEA has so far received designated training 
on NFTs.7

Firstly, on an academic level, the teaching of art law, 
NFTs and money laundering is quite limited. Higher ed-
ucation institutions do not offer courses on NFTs and 
this means that law enforcement agencies may not 
benefit from these courses if they decide to follow it 
on an individual basis (Queen Mary – University of Lon-
don, 2022; Skipp, 2022).8 Secondly, there are several pri-
vate organisations such as Christie’s and the Blockchain 
Council which offer courses on NFTs (Christie’s Educa-
tion, 2022). While their courses are designed to provide 
a good understanding of NFTs, they are not focused on 
the nexus of NFTs, money laundering and other crime 
risks and anti-money laundering policies. Finally, there 
are certain initiatives for training in the crypto world. 
For example, Crypteya,9 one of the websites offering 
NFTs courses, describes itself as “the biggest, meanest 
and baddest crypto academy in the world”, a descrip-
tion which does not really fit with the classic academic 
approach to professional training and development.

Given the scarcity of relevant courses, an optimal solu-
tion for the training of law enforcement agencies will 
be the cooperation with the private sector by estab-
lishing Public Private Partnerships (PPPs) with experts 
in the field (Courtois, Gradon & Schmeh, 2021). Special-
isation on NFTs can be created by combining exper-
tise from academia, industry, and independent actors. 
Combination of such expertise, albeit very rare, can 
also be found in multidisciplinary European research 
project such as TRACE.10 Law enforcement agencies 
would benefit from bringing all these actors together 
who could produce insightful work that will assist law 
enforcement agencies in rapidly emerging fields. Once 
the Public Private Partnerships are established, training 

7 At the time of writing this article, several LEAs around Europe (including those present (64 people) in our CEPOL Conference 2022 
presentation and the LEA partners in the TRACE Project https://trace-illicit-money-flows.eu) indicated that they have not received any 
specific training on NFTs. 

8 The first one is an LLM about art, business and law where, this year, certain classes are introduced for NFTs. The second is the recent 
announcement of Miami Law School introduction of its innovative NFTs course. 

9 Crypteya Academy. Available from: https://crypteya.academy [Accessed 29th June 2022].

10 For more information about the TRACE project, see: https://trace-illicit-money-flows.eu

can be designed and delivered by these stakeholders 
and lead to continuous building of knowledge ex-
change for NFTs and other new assets with risks.

If Public Private Partnerships are not an option, the al-
ternative will be the creation of specific NFTs training 
within the police academies. It is widely known that 
police academies have their own training programme 
to educate and prepare their personnel. This training 
should involve NFTs both from the legal and techno-
logical perspectives. The responsible staff should find 
and hire the most appropriate persons to design this 
course. Legal scholars, technology experts and other 
related professionals should come together and train 
the future generations of police officers. The expertise 
on digital assets in general should be created within 
the police academy where possible, which will then al-
low them to redesign the NFTs course in tandem with 
their legal and operational eco-systems. As the quality 
of the training is under pressure and law enforcement 
agencies may lack personnel, modern equipment and/
or facilities, it is imperative to demand better financial 
resources in order to reorganise and modernise their 
training (Kleygrewe et al., 2022). NFTs, and the crypto 
world in general, should have a special place given the 
global expansion of technology.

The training should include, at first, the genesis of NFTs 
in the art world. The trading of NFTs did not happen 
until two years ago when they started expanding but 
creation of NFTs can be traced back to 2017. According-
ly, the definition and design of NFTs from a technolog-
ical perspective should be understood critically. Law 
enforcement agencies should be competent to un-
derstand the technological structure of NFTs and their 
position in the art market. NFTs do not focus on one 
artistic characteristic such as online images but they 
extend to other artistic activities such as sports events 
or music concerts and lyrics. This combination of tech-
nology and art should be clearly understood by law 
enforcement agencies to aid their investigative and fo-
rensics work in particular. Furthermore, a business risk 
analysis of NFTs should be considered; NFTs represent 
a new “asset” and this excites investors (Kaczynski & 
Kominers, 2021). It is not common to have a new “asset” 

https://trace-illicit-money-flows.eu
https://crypteya.academy
https://trace-illicit-money-flows.eu


146

European Law Enforcement Research Bulletin – Special Conference Edition Nr. 6

in the market and certainly not in such a unique com-
bination of art and technology.

Moreover, the training should extend to the legal as-
pects of NFTs. The first issue is related to the definition 
of NFTs from a legal perspective. As analysed above, 
law enforcement agencies should become aware of 
the legal uncertainty covering NFTs in the art market 
and to understand whether anti-money laundering 
rules apply to them. Are they art work, commodities, 
collectibles or virtual assets? This is a crucial point 
which will determine which legal rules are applied in 
terms of business practices, taxation, anti-money laun-
dering reporting obligations and law enforcement. 
More specifically, law enforcement agencies should 
prepare lists of the different operators which trade in 
NFTs. These operators should be monitored and law 
enforcement agencies should present guidelines to 
investors and businesses on how to handle diligently 
their financial relations with traders of NFTs. In addition, 
specific guidelines should be developed for art dealers. 
These guidelines should be prepared once the training 
of law enforcement agencies is complete.

For all the different steps of this training, law enforce-
ment agencies should collaborate with experts who 
will be able to explain and analyse the new phenome-
non of NFTs. Academia, technology experts, business-
es, industry, the art dealers and many others should 
become allies of the law enforcement agencies for 
better and efficient training activities.

Recommendations

Anonymity and volatility coupled with a lack of regu-
latory rules are all traits of NFTs which make them at-
tractive to money launderers (Congressional Research 
Service, 2019).11 A first solution to the challenges posed 
by NFTs is legal and regulatory certainty. Regulators 
should step in and provide answers to issues such as 
the definition of an NFT and the anti-money launder-
ing rules that should be applicable to those trading in 
NFTs. As the market of NFTs expands, a pressing need is 
to define NFTs. As analysed above, by providing a clear 
definition, NFTs can be put under an existing category 
(e.g. other virtual assets under MiCAR) and be regulat-
ed by these legal provisions. Alternatively, if NFTs are 

11 The same characteristics make crypto currencies attractive to criminals.

12 OECD. Ten Global Principles. Available from: https://www.oecd.org/tax/crime/fighting-tax-crime-the-ten-global-principles-first-edition-
63530cd2-en.htm [Accessed 29th June 2022].

considered to be works of art, then anti-money laun-
dering rules, under EU law and its Fifth Anti-Money 
Laundering Directive, would apply.

Legal uncertainty surrounding NFTs create challenges 
not only for law enforcement agencies (i.e. police, tax 
authorities, FIUs, etc.) and regulators but also affect the 
legitimate traders of NFTs who respect, despite the 
absence of specific regulation, anti-money laundering 
rules. By regulating NFTs, legal clarity and consistency 
would be provided to legitimate traders of NFTs and 
to NFTs holders which in turn could boost the func-
tioning of this new asset and optimise its benefits for 
the society (Congressional Research Service, 2019). The 
interest in legal certainty should be a driving force for 
regulators to enact legislation and clear the grey legal 
area where NFTs are positioned at the moment.

A legislative framework governing NFTs can be 
achieved not only by focusing on EU’s acquis commu-
nautaire but also via national laws of Member States 
which can instigate model rules for others to emulate. 
Given the cross-border trading of NFTs with ease, the 
EU’s legislative branches should at least conduct com-
parative research and refine and harmonise the best 
legal solutions that can be adopted at the EU level. As 
the EU does not have exclusive competence over mon-
ey laundering and new technologies, Member States 
have a significant responsibility to develop their laws 
on these issues. Apart from the Member States, inspi-
ration can be found to other legal systems such as the 
UK, the US or Japan where NFTs are widely traded. It 
should be borne in mind that the US and the UK are 
two countries where their respective governments 
have announced plans to reform crypto asset regu-
lations in order to attract investments (HM Treasury, 
2022; The White House, 2022). In tandem with the laws 
of these strategic partners, the EU can design and pro-
pose legislation on crypto assets and, most specifically, 
NFTs.

Whilst a new EU legislation may take several years to 
draft and come in to force, regulators and law enforce-
ment agencies can take a proactive role by issuing 
guidelines as a soft law instrument. In the banking and 
financial sector, soft law instruments, such as the 40+ 
Recommendations of FATF, OECD’s Ten Global Princi-
ples12 or the Basel II Committee rules, have had consid-

https://www.oecd.org/tax/crime/fighting-tax-crime-the-ten-global-principles-first-edition-63530cd2-en.htm
https://www.oecd.org/tax/crime/fighting-tax-crime-the-ten-global-principles-first-edition-63530cd2-en.htm
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erable success (Turner, 2015). Consequently, guidelines 
should be issued for NFTs in which more information 
on how to handle suspicious NFTs transactions and 
on how to apply anti-money laundering rules and 
policies are articulated. Filing of suspicious transaction 
reports (STRs) will be a significant aid for law enforce-
ment agencies and if the crypto market starts submit-
ting STRs, it will be a clear sign of their willingness to 
safeguard the crypto market against criminal activities. 
These STRs can inform the law enforcement agencies 
about the risk factor/s surrounding a particular NFTs 
transaction, and can include the usual know your cus-
tomer information as well as the IP address and the val-
ue of the transaction. Legitimate traders of NFTs will, 
probably, follow the recommendation of filing STRs in 
order to be compliant with the issued guidelines and 
to avoid potential sanctions for non-compliance.

Furthermore, specific guidance in these guidelines 
should be given to compliance departments on how 
to address issues with NFTs and money laundering. 
Compliance professionals (e.g. money laundering re-
porting officers and auditors) will most likely follow 
these – non-compulsory – guidelines in an effort to 
keep their businesses “clean”. At the same time, FIUs 
and law enforcement agencies will benefit from this as 
more information on NFTs will be available to them in 
order to investigate suspicions of money laundering. 

Such guidelines should be carefully drafted in sincere 
consultation with key stakeholders including art deal-
ers and auction houses, cybersecurity professionals, 
blockchain specialists and crypto currencies experts. 
Finally, a registry for stolen or fraudulently purchased 
NFTs similar to existing databases maintained by Inter-
pol, FBI and the Art Loss Register should be instigated 
urgently (Interpol, n.d.; FBI, n.d.; The International Art 
and Antique Loss Register, n.d.). Such a register will aid 
law enforcement agencies to monitor the NFTs market 
and pursue not only money laundering but also vari-
ous predicate crimes such fraud, forgery and theft.

Finally, apart from the legal and regulatory changes 
needed in this field, it is necessary for law enforce-
ment agencies to enhance their training on NFTs. As 
discussed above, law enforcement agencies should 
consider their training needs and design courses on 
NFTs. We have proposed in this article several ways to 
achieve these training needs. Law enforcement agen-
cies should be proactive and ready to tackle this phe-
nomenon. In this regard, law enforcement agencies 
should carefully design specific training on NFTs by 
combining legal and technology expertise from the 
inside (police academies) and from the outside (univer-
sities and/or private companies). The accomplishment 
of a good training will allow law enforcement agencies 
to better investigate and prosecute illegalities on NFTs.
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1 About Frontex: Frontex, the European Border and Coast Guard Agency, promotes, coordinates and develops European border manage-
ment in line with the EU fundamental rights charter and the concept of Integrated Border Management. The Agency also plays a key 
role in analysing and defining the capability needs in border control and in supporting the Member States in the development of these 
capacities. Furthermore, it provides qualified expertise to support the EU policy development process in the area of border control. 
Frontex Research and Innovation is responsible for leading and conducting transformational, need-driven research with academia, EU 
institutions and Agencies, international organisations and industries to stimulate and support innovation. The ultimate goal is to consist-
ently enhance the capabilities of the European Border and Coast Guard in line with the Capabilities Development Plan, which includes 
those of the Member States and of the Agency itself.

Abstract
In 2021, Frontex conducted a Technology Foresight on Biometrics for the Future of Travel, with the objective of 
studying the future of biometrics for its implementation in border check systems that may benefit the work of the 
European Border and Coast Guard community in the short-, medium- and long-term perspectives. Three experts’ 
consultation events (two Technology Foresight Workshops and a Delphi survey) took place during the project. A 
broad group of relevant stakeholders was involved in these events to exploit collective intelligence and stimulate 
consensus-oriented discussions. A custom Technology Foresight methodology was developed, opening the door 
to the exploration of the vast field of biometric technologies, which were analysed from various perspectives in the 
context of border checks. Each of the phases of this complex research study produced its own set of insights. Due to 
the substantial amount of information provided and the adopted participatory foresight approach, this study will di-
rectly contribute to an enhanced understanding of the relevance and applicability of novel biometrics and technol-
ogy foresight, as well as to identify areas of strategic interest and to make informed decisions about paths of future 
developments in biometrics. In this article we summarise the main results of the research study (see Frontex, 2022).

Keywords: Research and Innovation, Technology Foresight, Future Scenarios, Biometrics, Border Security, Border 
Control, Border Checks, Patentometrics, Bibliometrics, Technological Roadmaps, Capability Mapping
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Introduction

Millions of travellers cross the EU’s external borders 
every year and their numbers will likely increase even 
further. Thus, border checks will need to undergo sig-
nificant transformations, both to safeguard the EU’s 
external borders and to improve the border crossing 
experience for travellers, e.g. by enabling seamless or 
near-seamless travel. Innovative technological solu-
tions will play an essential role in the transformation of 
border checks; biometrics is one of the fields expected 
to enhance the security of border checks while at the 
same time facilitating seamless travel. However, addi-
tional research is required to identify the most useful 
and relevant biometric technologies as well as to find 
a path of actions that leads to the attainment of these 
goals. Since Frontex proactively monitors and contrib-
utes to research and innovation initiatives relevant to 
European integrated border management, including 
those for the adoption of advanced border control 
technologies, this Technology Foresight on Biometrics for 
the Future of Travel was conducted to gain additional in-
sights into the potential of biometric technologies that 
could serve as a foundation for future-oriented deci-
sion-making.

Biometric technologies were identified, and their pos-
sible future evolution paths studied, using Technology 
Foresight, a method that provides anticipatory intelli-
gence which can successfully support evidence-based 
decision-making, strategy development and capacity 
building in both public and private organisations. In 
short, Technology Foresight is an approach that deliv-
ers strategic insights by analysing possible future tech-
nological development paths. However, there is no 
single recipe for conducting a foresight exercise: each 
study needs to be tailored to the specific context, re-
quirements and fields of interest, as well as to the assets 
and data sources available. The benefits of foresight 
analyses are numerous and include identifying threats 
and opportunities, stress-testing long-term strategies, 
uncovering vulnerable assumptions regarding the fu-
ture and detecting potentially disruptive technologies 
and events.

Therefore, a tailor-made foresight process was devel-
oped for the purposes of the Technology Foresight on 
Biometrics for the Future of Travel to provide Frontex with 
general insights into the development and implemen-
tation of foresight exercises.

Motivation and goals

The primary goal of this research was to provide tech-
nology-related insights on the future of biometrics 
for its implementation in border check systems that 
could be utilised by the European Border and Coast 
Guard (EBCG) community in the short- (2022-2027), 
medium- (2028-2033) and long-term (2034-2040) per-
spectives. Secondly, Frontex wished to raise awareness 
about the relevance and applicability of foresight for 
forward-looking decision-making within its organisa-
tion and to acquire the related know-how. Finally, the 
study provided a comprehensive foresight methodol-
ogy, tailor-made to Frontex's needs and outlined the 
implementation of this methodology using quantita-
tive, qualitative and participatory approaches to iden-
tify biometric technologies of high relevance to future 
applications in border checks.

A good definition of the scope of the research was 
essential. The study was limited to biometric technol-
ogies and biometrics-enabled technological systems 
that could find applications in border checks, biom-
etric recognition and access control. Additional con-
straints were imposed by disregarding the applications 
of biometrics in border surveillance as well as emotion 
and behaviour detection.

The outcomes of the exercise will provide Frontex with 
the practical knowledge required for further Technol-
ogy Foresight (TF) studies in other technological fields 
and research areas. They will also supply in-depth in-
formation to underpin future strategic decisions on the 
application of biometric technologies in the context of 
border checks, e.g. with regard to future priorities, re-
search directions and investment decisions.

More specifically, the following objectives were de-
fined for the study in the context of border checks:

On a global scale:

• Identification of the current implementation status 
and future development pathways of biometric 
technologies by 2040;

• Identification of biometric technology accelerators, 
including the main actors and key Research and 
Development (R&D) initiatives.



153

Technology Foresight on Biometrics for the Future of Travel

On a European Union (EU) scale:

• Identification of future opportunities in terms of bi-
ometric technologies that could support EU exter-
nal border management, e.g. facilitating seamless 
travel; 

• Identification of biometrics-enabled technological 
solutions to future operational problems within the 
EBCG community;

• Analysis of legal, ethical and technological limi-
tations intended to minimise the risks associated 
with applications of biometric technologies;

• Assessment of the impact of biometric technology 
trends on border checks and identification of fu-
ture research needs. 

Within the EBCG community:

• Providing know-how on the implementation of TF 
projects; 

• Raising awareness about the relevance and applica-
bility of TF for forward-looking and evidence-based 
decision-making;

• Disseminating the results of this research study to 
encourage joint initiatives, the development of a 
shared vision and strengthened capability devel-
opment. 

Structure of the study

This research study was structured in five phases, as 
shown in Figure 1. The first phase defined the overall 
methodology and framed the context according to 
Frontex’s needs. The subsequent phases were dedi-
cated to putting this methodological framework into 
practice. They can be depicted as two diamonds: each 
begins by opening up the horizon and broadening the 
knowledge, eventually narrowing down the obtained 
insights and thus, identifying the targeted outcomes. 
Figure 1 also provides a selection of the methods used 
throughout the project.

Figure 1. Overview of the project set-up, as well as of the main methods used within the project
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Phase 1 – Analysis of the Research 
Context

The identification of Frontex’s needs regarding key 
functions and characteristics of biometric technol-
ogies and related systems was the first step of the 
Technology Foresight process (TFP). It aimed to specify 
the field and scope of the TFP and to set goals for the 
study, which in turn were used to tailor the TFP to Fron-
tex-specific needs. The results of this step constituted 
the first filter for narrowing the area of further analysis 
to the technologies and technological systems of the 
greatest potential importance to Frontex.

As a result of the needs analysis, four “must-haves” were 
identified for reference in later phases of the project:

• low vulnerability to adversary attacks,

• seamlessness,

• applicability within pandemic-specific restrictions, 

• compliance with fundamental EU values and reg-
ulations.

Phase 2 – Insight Hunt 

Identification of main areas of research in 
biometrics and of key stakeholders
This study spans the operational fields of interest of the 
EBCG community in relation to border checks. To nav-
igate the vast field of biometrics, 43 preliminary direc-
tions of analysis were defined. They included biometric 
technologies as well as biometrics-enabling technolo-
gies and applications. 

Gaining further insights into stakeholders was another 
essential part of this phase, as the active involvement 
of stakeholders was a prerequisite for the study. This 
facilitated the dissemination and communication of 
project results within the EBCG community through-
out the project, as well as ensuring that valuable in-
sights from diverse fields of expertise were collected 
and could serve as the core input to the analyses. In 
total, over 200 stakeholders were initially identified, 
with more than 40 selected to participate in the study 
by way of three participatory activities: two Technology 
Foresight Workshops and a Delphi Survey.

Taxonomy of biometric technologies and 
biometrics-enabled technological systems 
The field of biometrics is highly heterogeneous and 
complex. Thus, a systematic categorisation was need-
ed to identify the technologies and systems with po-
tential for finding applications in the operational fields 
associated with border checks. This step aimed to en-
hance the comprehension of how the area of research 
in biometrics is structured and how the technologies 
relate to one another. For this purpose, two taxono-
mies were developed to map biometric technologies 
and biometrics-enabled technological systems. 

Two distinct design approaches, differing in thorough-
ness and complexity, were followed to construct the 
taxonomies. The taxonomy of biometric technologies, 
which used the preliminarily identified main areas of 
research for initial guidance, was developed through 
an iterative process based on an analysis of patents 
and scientific literature with the employment of Nat-
ural Language Processing (NLP) automatic tools. This 
approach led to the creation of the three-level taxono-
my shown in Figure 2.

A set of technological systems of potential interest to 
Frontex served as the initial input for creating the tax-
onomy of biometrics-enabled technological systems. 
The set was later expanded and consolidated to con-
struct the two-level taxonomy shown in Figure 3.

Together, the two taxonomies constituted an essential 
building block for the study:

• The taxonomy of biometric technologies was used 
to extract a set of technological clusters (TCs, shown 
in Table 1) required for the subsequent phases of 
the project. 

• The taxonomy of biometrics-enabled technological 
systems played an essential role in guiding the de-
velopment of technological roadmaps in Phase 4.



155

Technology Foresight on Biometrics for the Future of Travel

Figure 2. Taxonomy of biometric technologies
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Figure 3. Taxonomy of biometrics-enabled  
technological systems

2 The temporal distributions of patenting and publishing activities regarding these clusters showed poor similarity with the theoretical 
pattern proposed by the Theory of Inventive Problem-Solving. These clusters are likely to be characterised by low efficiency in biometric 
recognition processes. The long-time and low volumes of inventive activities suggest that no growth is foreseen.

Patentometric and bibliometric analyses of 
biometric technologies 
Patentometric and bibliometric analyses were con-
ducted to identify and analyse patents and scientific 
literature related to the 20 TCs outlined above, and to 
obtain insights into global R&D activities in the identi-
fied biometric TCs. 

EU-funded research and innovation projects on topics 
revolving around the TCs were also analysed to out-
line the priorities of the European research, technology 
development and innovation (RTDI) community with-
in the biometrics domain. This analysis supplemented 
the picture of the technological landscape of biomet-
rics by providing an overview of the EU’s investments 
in R&D projects and by indicating where the highest 
levels of knowledge and expertise may be found with-
in Europe.

Through the patentometric and bibliometric analyses, 
the clusters’ technological lifecycles were analysed 
following Altshuller’s Theory of Inventive Problem 
Solving (see Altshuller & Williams, 1984; Slocum, 1998; 
Mann, 1999), according to which a technology’s evo-
lution over time follows distinctive patterns that can 
be assessed by observing the trend in the number of 
inventions. Such an assessment helped identify the 
current stage of a technology’s lifecycle and provided 
a basis for projections of its future evolution. As a result 
of the analysis, the TCs were categorised as follows:

•  Childhood stage: 2 TCs (Periocular recognition and 
Gait recognition);

•  Growth stage: 5 TCs (Infrared friction ridge recog-
nition, 3D friction ridge recognition, Iris recognition 
in the visible spectrum, Iris recognition at a distance 
and Heart signal recognition);

•  Maturity stage: 10 TCs (Infrared face recognition, 2D 
face recognition in the visible spectrum, 3D face 
recognition, Contactless friction ridge recognition, 
Contact-based friction ridge recognition, Iris recog-
nition in the NIR spectrum, Eye vein recognition, 
Hand vein recognition, Handwriting recognition 
and Speaker recognition); 

•  Maturity stage (but of minor relevance):2 3 TCs 
(DNA biometrics, Hand geometry recognition and 
Keystroke recognition). 
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The patenting activity related to the TCs appears to 
be located primarily in the United States. Europe and 
China alternate as the second most common location. 
This indicates that R&D, commercial and manufactur-
ing activities are performed on a large scale in these 
three regions. Germany and the United Kingdom rep-
resent the dominant European regions for patenting 
activity.

The bibliometric analysis further revealed that the Insti-
tute of Electrical and Electronics Engineers (IEEE) dom-
inates the editorial activity that concerns the biometric 
field. It is the most prolific publisher for 19 out of the 
20 TCs, making it a key source for monitoring develop-
ments in biometrics. 

The analysis of EU-funded projects showed that five 
technological fields (Face recognition, Friction ridge rec-
ognition, Vascular pattern recognition, Periocular recogni-
tion and Speaker recognition) are of particular interest 
for co-funded industrial and academic research in the 
EU; Face recognition and Friction ridge recognition seem 
to be dominating. Contrastingly, Heart signal recogni-
tion and Handwriting recognition are presumably of mi-
nor relevance to the EU. 

3 This study was published in 2020 by the European Commission’s Joint Research Centre (JRC) and conducted in collaboration with the 
Directorate-General for Taxation and Customs Union (DG TAXUD). The scenarios were constructed using a 2x2 Matrix technique, wherein 
2 important factors were selected and placed on 2 axes, thus forming 4 quadrants. The chosen factors were geopolitical conflicts (with 
a peaceful world at one end of the spectrum and a world in conflict on the other) and EU economic development (slow vs dynamic EU 
economy).

The results also indicated that British, German, Span-
ish and French organisations are likely to possess the 
highest levels of knowledge and capability required to 
implement these technologies, as they participated in 
the largest number of EU-funded projects related to 
the considered TCs. 

Scenarios for the future of travel, border checks 
and biometric technologies in 2040 
Parallel to the patentometric and bibliometric analyses, 
we conducted scenario development. Scenario Analysis 
is one of the most widely used methods in strategic 
foresight. Its primary focus is on assessing how vari-
ous futures might influence the subject of the analysis. 
The method involves stress-testing strategies, insights 
and solutions to verify the extent to which they can be 
considered “future-proof”. The scenarios developed in 
the framework of this project were based on those pre-
sented in The Future of Customs in the EU 2040: A foresight 
project for EU policy (Ghiran et al., 2020).3 During the first 
experts’ consultation workshop, they were challenged 
and adapted to incorporate aspects relevant to the trav-
el and border check context. An overview of the adapt-
ed scenarios in a 2x2 matrix is presented in Figure 4.

Figure 4. An overview of scenarios on the future of travel, border checks and biometric technologies used in this study – 
2x2 scenario matrix
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Table 1. Description of the examined biometric technological clusters
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Clusters found especially vulnerable to future scenarios 
include Handwriting recognition, Keystroke recognition, 
Eye vein recognition, Heart signal recognition, DNA biomet-
rics and Hand geometry recognition, primarily because of 
the challenges associated with the seamless acquisition 
of biometric data using these technologies. The analysis 
of technological clusters’ compatibility with scenarios 
serves as a warning, especially in the case of clusters 
that received low compatibility ratings in some or all the 
analysed future realities. Futureproofing some of these 
clusters may be impossible due to fundamental incom-
patibilities with specific scenarios. This does not mean 
that they cannot be pursued, but such cases require a 
more detailed risk assessment and, preferably, also the 
introduction of a Strategic Early Warning System (SEWS) 
to indicate the emergence of unfavourable scenarios. 

Phase 3 – Filtering the Results

Security aspects of biometric technologies 
The security analysis helped filter the 20 biometric TCs, 
focusing on their comparative inherent vulnerability 
to adversary attacks. Only attacks at user-level (pres-
entation attacks) and morphing attacks (in the case of 
face recognition) were considered. The lowest level of 
vulnerability was assigned to DNA biometrics, which is, 
at least at the current level of technological develop-
ment, far from seamless and highly intrusive. On the 
other hand, it is highly secure. DNA biometrics is closely 
followed by Infrared face recognition and Eye vein recog-
nition, which display relatively low vulnerability to ad-
versary attacks. At the other end of the scale is 2D face 
recognition in the visible spectrum, which is intrinsically 
highly vulnerable to presentation attacks (such as ar-
tefacts and make-up) and morphing attacks, but has a 
remarkably high level of social acceptance and – con-
trary to DNA biometrics – a simple acquisition process. 
The outcomes of the security analysis were used as an 
additional filter in the subsequent prioritisation of bi-
ometric technologies. 

Prioritisation of biometric technologies – Findings 
of the Delphi Survey 
Before proceeding with an in-depth analysis of future 
technological developments, the initial list of 20 tech-
nological clusters needed to be narrowed to a shortlist 
of the most promising ones. The tool selected for this 
filtering phase of the project was the so-called 4CF Ma-
trix. To prepare a 4CF Matrix, hypothetical future tech-
nological solutions for border checks that would use 

each of the 20 TCs needed to be quantitatively evaluat-
ed in terms of two criteria: 

• Relative Advantage (RA): is the advantage that the 
envisaged technological solution would have over 
the best available contemporary solutions. RA is 
rated on a scale of 0-10, where:

 º 0 means that the envisaged solution would not 
provide any significant advantage over current-
ly available best-in-class solutions or would be 
impossible to achieve;

 º 10 indicates a game-changer, i.e., a solution 
that would drastically improve travellers’ border 
check experience.

• Earliest Time to Mainstream (ETM): is the shortest 
time (from the present moment) required for the 
solution to become available on the market and 
widely adopted in border checks at external EU 
borders. In other words, ETM represents the short-
est time necessary for the development, commer-
cialisation and adoption of such a solution, taking 
into account not only the possible technological 
barriers, but also other relevant factors, including 
social, political and economic ones. ETM is assessed 
on a scale of 0-20 years, with:

 º 0 signifying that the envisaged technological 
solution is already available on the market and 
is widely adopted;

 º 20 indicating periods of 20 years and longer, 
including technological solutions which can 
never be realised.

To assess the 20 TCs according to these criteria with 
the support of a group of experts, a Delphi Survey was 
set up using an online real-time platform. Pre-selected 
stakeholders were invited to assess the 20 TCs.

Based on the assessments from the Delphi Survey, the 
4CF Matrix was constructed, allowing the identification 
of technological clusters belonging to the 4 quadrants 
of the matrix (see Figure 5): from areas containing 
solutions that show little promise in terms of relative 
advantage but could be implemented quickly (Coral 
reef) to those that are very distant in time but contain 
ground-breaking solutions (Pirate treasure).
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Figure 5. Names of the 4 quadrants of the 4CF Matrix

Figure 6. 4CF Matrix presenting the outcomes of the Delphi Survey. Assessment of the 20 biometric technological clusters 
in terms of their Relative Advantage and Earliest Time to Mainstream. The shortlisted KTCs are marked in green

The 33 participants in the Delphi Survey included repre-
sentatives of selected stakeholders, Frontex represent-
atives and the Research Team. Based on the results, a 
composite metric combining Relative Advantage and 
Earliest Time to Mainstream was calculated for each of 
the clusters to prioritise those closer to the top-left cor-
ner of the 4CF Matrix (those with a combination of high 
RA and low ETM).

After an additional cross-check that verified redundan-
cy, ensured the inclusion of “must-haves” (identified in 
the needs assessment) and considered the inherent 
vulnerability to adversary attacks (rated in the securi-
ty analysis), five key biometric technological clusters 
(KTCs) were selected for an in-depth analysis: 3D face 
recognition, Infrared face recognition, Iris recognition 
in the NIR spectrum, Iris recognition in the visible spec-
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trum and Contactless friction ridge recognition. These 
5 clusters are marked green in Figure 6, which presents 
their placement on the 4CF Matrix.

The five key technological clusters are all located in the 
“Squalls” quadrant of the 4CF Matrix, a clear indication 
that their importance should be emphasised in strategic 
plans. However, the placement of the other 15 techno-
logical clusters on the 4CF Matrix is equally important.

Phase 4 – Deep Analysis: Roadmaps for the key 
biometric technological clusters by 2040 
Within the Deep Analysis phase of the project, technol-
ogy roadmapping was the planning method of choice. 
In general, it is applied to envision the short-, medium- 
and long-term paths in the development and evolu-
tion of technologies and products. The roadmapping 
approach aligns with technology-push and market-pull 
perspectives, thus supporting innovation and strate-
gic planning at the level of an organisation, a sector 
or even a nation. Its role in the Technology Foresight 
on Biometrics for the Future of Travel was threefold: (a) 
to identify the development paths of the key biomet-
ric technological clusters in the 2021-2040 timeframe, 

(b) to determine key turning points in technological 
developments (factors delaying or accelerating the 
envisioned developments) and (c) to confront tech-
nology roadmaps with alternative scenarios regarding 
border-check processes and the future of travel. Each 
of the roadmaps for the five KTCs which were created 
during a two-day participatory expert workshop con-
sists of three layers: application areas, functions and 
products or systems (see an example in Figure 7).

The roadmapping analysis, conducted under busi-
ness-as-usual conditions, included an assessment of the 
opportunities (drivers) and challenges (bottlenecks) that 
could potentially affect the technological projections. It 
should be noted that the roadmaps should not be treat-
ed as a forecast but rather as an invitation to analyse the 
development paths of the technological clusters fur-
ther, monitoring associated opportunities and threats 
and questioning the assumptions underlying strategic 
plans. Among the crucial takeaways are the identified 
key opportunities and challenges to the development 
of the KTCs in the 2021-2040 timeframe (Table 2) and 
the qualitative assessment of the impact of the four sce-
narios on the clusters’ development (Table 3).

Figure 7. Example of technology roadmap (for the Contactless friction ridge recognition technological cluster)
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Table 2: Key factors (opportunities and challenges) in the timeframe up to 2040 – a cross-cluster comparison
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Table 3. The impact of external realities described in the four scenarios on the technological developments envisaged in the 
roadmaps — a cross-cluster comparison

4 It is assumed that once a biometric KTC has entered the mainstream, it will be available for implementation in border check systems and 
will not require any further capability development. Therefore, the long-term timeframe (2034-2040) was eliminated from the capability 
mapping exercise, as all five KTCs demonstrate an average ETM before 2033.

During the road-mapping analysis, the stakeholders’ 
experts underlined that biometrics is a highly regulat-
ed environment. Therefore, advances are introduced 
gradually and external conditions (e.g. unfavourable 
economic standing or geopolitical situation) do not 
have a crucial impact on technological evolution. Nev-
ertheless, examining developments of the key clus-
ters in light of possible scenarios of EU development 
through 2040 revealed that the solutions are not en-
tirely resistant to changes in the external environment. 

Phase 5 – Mapping the Capabilities for the key 
biometric technological clusters
The road-mapping described above was accompa-
nied and supplemented with a capability mapping 
exercise, the fifth and final phase of the research study. 
The exercise aimed to identify the existing capabilities 
for the five KTCs in the EU, as well as the expected de-
velopment of capability readiness through 2040. The 
capability landscape shown by this exercise highlights 
opportunities and gaps associated with each of the 
technological clusters, providing a good foundation 
for strategic decision-making.

The outcomes of the capability mapping are present-
ed in the form of heatmaps of capability readiness (de-
fined as the degree to which cluster-specific capabili-

ty-related needs are or will be met) for the five KTCs, 
distinguishing three timeframes (present, 2022-2027 
and 2028-2033)4 as well as the four customised scenar-
ios (see an example in Figure 8). This analysis revealed 
that at present the majority of research, industrial and 
institutional overall capability readiness of any KTC is 
relatively low (with the exception of research capabili-
ties for Contactless friction ridge recognition). Fortunate-
ly, most of those needs are expected to be met by 2027 
or 2033 at the latest. 3D face recognition and Iris recog-
nition in the NIR spectrum, followed by Iris recognition 
in the visible spectrum, are expected to perform better 
than the other KTCs as they display good capability 
readiness from 2028 onwards. 

One recommendation emerging from the study is that 
any assumptions on future capability readiness levels 
should be closely monitored, both to track which sce-
nario best matches the emerging trends and to track 
whether the assumptions themselves are still realistic. 
Adapting capability-based planning to the actual un-
folding trends minimises the risk of missing the defined 
capability target for each KTC.
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Figure 8. Example of heatmap of capability readiness (for the Contactless friction ridge recognition technological cluster)

Conclusions

This research study provided an overview of the fore-
seen evolution and future applications of biometric 
technologies in border check systems that may prove 
useful for the EBCG community in the short- (2022-
2027), medium- (2028-2033) and long-term (2034-2040) 
perspectives. Each of the phases of this complex study 
comes with its own set of insights meant to support 
the EBCG community in deciding about the adoption 
of novel biometric technological solutions and exploit-
ing new opportunities while avoiding or mitigating as-
sociated threats. When transferring these insights into 
actionable recommendations, the context, as well as 
the process during which they were identified, should 
be considered. The outcomes of the prioritisation and 
roadmapping of emerging biometric technologies 
with the strongest potential to influence the future 
strategic development of Integrated Border Manage-
ment deserve particular attention. The following were 
identified as the five KTCs:

• Contactless friction ridge recognition, 

• 3D face recognition, 

• Infrared face recognition, 

• Iris recognition in the NIR spectrum, 

• Iris recognition in the visible spectrum.  

Due to the substantial amount of information provided 
and the participatory foresight approach adopted, the 
research study will directly contribute to an enhanced 
understanding of the relevance and applicability of 
foresight for forward-looking decision-making within 

the EBCG community. We believe that a thorough anal-
ysis of the output will reveal that its benefits extend 
far beyond the immediate value of the information. To 
leverage this value, however, further effort is needed 
to merge the results with additional sources of knowl-
edge-based evidence and fuse them into the relevant 
streams of innovation management and strategy de-
velopment, thus arriving at a well-grounded vision of 
the future with clear implementation pathways. The 
expected result of such an approach is the increased 
application of innovative biometric technologies in 
border checks, which will benefit both travellers and 
the EBCG community in the coming years.

This project resulted in a number of outcomes and 
deliverables which are expected to provide essential 
insights for Frontex and the larger EBCG community re-
garding future research directions, strategic planning 
and decision-making:  

• A Technology Foresight Manual was created to 
provide a thorough explanation of the TF process, 
customised to the needs of the project with suc-
cessive future implementations in mind, as well as 
the adopted methods and tools. 

• The taxonomy of biometric technologies and 
biometrics-enabled technological systems can 
be of great benefit to future research and innova-
tion activities revolving around these subjects.

• The analysis of patents, scientific literature and 
EU-funded projects provides an overview of the 
global technological landscape and shows the evo-
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lution of EU interest in biometrics over time. The 
results can help focus future research initiatives. 

• The customised set of scenarios can be used to 
future-proof any potential new technology as well 
as systems or products intended for use in the are-
as of travel and border checks (not limited to biom-
etric technologies).

• The 4CF Matrix of biometric technological clusters 
can serve as the groundwork for future strategic 
planning, decision-making, research and invest-
ments, allowing for the systematic comparison of 
new biometric technologies (not limited to the 
five KTCs identified in the research study) as well 
as tracking the impact of technological advance-
ments and other factors on the placement of those 
technologies on the Matrix. 

• The set of roadmaps developed for the key biom-
etric technological clusters can be used as a start-
ing point for further analysis of these technological 
clusters’ development paths, monitoring associat-
ed opportunities and threats and questioning the 
assumptions of underlying strategic plans.

• The capability readiness heatmaps show a com-
prehensive overview of the extent to which clus-
ter-specific needs are met or will be fulfilled in the 
future. They can be used by the EBCG community 
to identify the actions needed for strategic capabil-
ity development. 

In conclusion, the information obtained during this 
Technology Foresight study provides multiple oppor-
tunities for the further use of the findings in other con-
texts. Beyond Frontex, it is hoped that the entire EBCG 

community can take stock of the results and employ 
them for strategic planning to take more immediate 
actions regarding the development and implemen-
tation of biometric technologies for border checks. 
Furthermore, we believe that the findings can be used 
by public organisations, research and technology or-
ganisations, academia and industrial entities in Europe 
to identify areas of strategic interest and to make in-
formed decisions about paths of future developments 
in biometrics, acting towards strengthening European 
strategic autonomy in the field of biometrics.
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Abstract
The authors, working on a project mapping how law conceptualizes and operationalizes race, ethnicity and na-
tionality, provide an assessment of the triadic relationship between law, law enforcement practices and science. 
The article begins by providing an overview of the obstacles, challenges and controversies in the legal institution-
alization and operationalization of ethnic/racial/national group affiliation. Subsequently, the article turns to the 
assessment of how “objective” criteria, data and constructions provided by science and biotechnology translate 
into the legal discourse and more specifically law enforcement practice in the digital age. The case study in the 
final section of the article provides an overview of how suspect description and the datafication is ethnicizied in 
Hungarian digital law enforcement registries.

Keywords: profiling, biotechnology, race, ethnicity, law

Introduction

The article revisits through the prism of the modern, 
digitalized technological environment, the long-stand-
ing question of how to relate to ethnicity in policing. 
The article begins by providing an overview of the 
obstacles, challenges and controversies in the legal 
institutionalization and operationalization of ethnic/
racial/national group affiliation, and in particular in law 

enforcement. Subsequently, the paper turns to the 
assessment of how “objective” criteria, data and con-
structions provided by Artificial Intelligence (AI), and 
forensic biotechnology translate into conceptualizing 
ethnicity, and specifically in law enforcement practice 
and registries. To contextualize the discussion, the final 
section of the article provides an overview of how sus-
pect description and the dataification is ethnicizied in 
Hungarian digital law enforcement registries.1
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The context: legal concepts and 
operationalization for race, ethnicity and 
nationality
Conceptualization and operationalization of race and 
ethnicity comes up in two dimensions: definitions and 
classifications pertaining to the groups, and how mem-
bership criteria are established in these communities.

The conceptualization of communities to be targeted 
by legal regimes takes place in a climate of ambiguity, 
sensitivity and suspicion. The terms are used in differ-
ing ways in academic literature, and in legal and ad-
ministrative documents, also depending on the social 
and geographic context. For example, ‘race’ is used in 
reference to quite a different set of human characteris-
tics in the US as in continental Europe. A controversial 
category, it is generally not considered to be a fruitful 
analytical concept in the social sciences, where it is 
widely understood to be a social construct rather than 
a biological trait without a theoretically or politically 
uniform definition (see Tajfel, 1981).

Race-based international and domestic legal instru-
ments identify race with the apprehension of physical 
appearance, and put perception and external classifi-
cations in the center when prohibiting discrimination, 
or violence on racial grounds. In this, it is rarely distin-
guished from ethnicity. However, ethnic minorities are 
multifaceted groups. While many of their claims are 
grounded in the anti-discrimination rhetoric employed 
by racial minorities, some “ethnically defined” groups 
may also have cultural claims (and protections) that 
national minorities would make. The international le-
gal terminology habitually differentiates between the 
two groups on the grounds that ethnic minorities are 
different from national minorities in the sense that they 
do not have nation states as national homelands (see 
e.g. Hannum, 2001). These groups make claims for col-
lective rights, bypass the anti-discriminatory logic and 
seek recognition of cultural and political rights, par-
ticularly autonomy or the toleration of various cultural 
practices that differ from the majority’s, which often 
require formal exceptions from generally applicable 
norms and regulations.

Conceptualizing and operationalizing membership 
is even less unambiguous (Pap 2021). Ethno-national 
group affiliation can be ascertained in several ways: 
(i) through self-identification; (ii) by other members or 
elected, appointed representatives of the communi-
ty (leaving aside legitimacy-, or ontological questions 

regarding the authenticity or genuineness of these 
actors); (iii) through classification by the perception 
of outsiders; (iv) by using proxies such as names, resi-
dence, etc. and (v) by outsiders but using ‘objective’ cri-
teria. In regard to operationalization strategies: for an-
ti-discrimination measures, and hate crime protections 
subjective elements for identification with the pro-
tected group are secondary, and external perceptions 
should serve as the basis for classification. Policies im-
plementing this anti-discrimination principle may rely 
on a number of markers: skin color, citizenship, place of 
birth, country of origin, language (mother tongue, lan-
guage used), name, color, customs (like diet or cloth-
ing), religion, parents’ origin, or even eating habits. De-
fining membership criteria comes up in a completely 
different way when group formation is based on claims 
for different kinds of preferences and privileges. In this 
case, subjective identification with the group is an es-
sential requirement, but the legal frameworks may es-
tablish a set of objective criteria that needs to be met 
besides. In the context of drafting affirmative action 
and ethnicity-based social inclusion policies, external 
perception, self-declaration, and anonymized data col-
lection may be varied and combined.

Law, law enforcement and ethnicity
As shown above, the field of law enforcement is not 
exempt from the dilemmas of conceptualizing and 
operationalizing race and ethnicity. For example, the 
legislator as well as officers and prosecutors need to 
navigate between self-identification and outsiders’ 
perception when registering or classifying a racially 
motivated hate crime. Classification is also central in 
refugee procedures, where race, ethnicity, or member-
ship in a “particular social group” (see e.g. Sternberg, 
2011), which can be a basis for persecution is a cru-
cial element, and where the asylum-seeker will make 
a claim pertaining to her affiliation, and recipient au-
thorities will carry out a validation procedure: first es-
tablishing whether the group in question is actually in 
danger of persecution, and second, whether the claim-
ant is a member of the group.

Operationalizing ethnicity also comes up in the “clas-
sic” police work of identifying missing victims or per-
petrators (Pap 2008). Here creating, registering and 
processing ethno-racial data comes up if a suspect de-
scription by the victim or a witness includes ethno-ra-
cial descriptions. In this regard, there are four distinct 
scenarios how police action may rely upon ethnicity 
or race, and different constitutional measures apply for 
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each. The first, unproblematic scenario is when the vic-
tim or witness to a crime provides a detailed descrip-
tion of a specific suspect which includes ethno-racial 
characteristics. In these situations, courts have invaria-
bly found that it was legal to use such information—in 
search warrants, for example. A second, somewhat dif-
ferent scenario is in which the description provided by 
the victim or witness contains very little concrete de-
tail about the suspect beyond her race or ethnicity. In 
such cases, on several occasions, the courts’ stance was 
that race and ethnicity can be operative in negative 
descriptions only; for example, if the informant iden-
tified the perpetrator as black, then that information 
can serve as basis for the police not to stop whites and 
Asians, but it would border on discrimination for them 
to start stopping blacks without any further reason for 
doing so beside their skin color.

The third case is ethno-racial profiling, applied in traf-
fic and border stop and search, anti-terrorist action, 
etc. This practice relies on the tenet that ethnicity in 
itself makes criminal involvement more likely, and this 
assumption is not based on any specific or general 
information about a given, concrete individual. Final-
ly, the fourth case, which features prominently in the 
war against terror, involves preventive measures that 
rely on official, written directives about certain racial, 
ethnic, national or citizenship-based considerations. In 
these cases, the application of ethno-racial profiles is 
no longer left to the discretion of the police, border 
guards and airport security personnel. Instead, ethnic 
profiling becomes an officially formulated prescription.

Furthermore, are elaborated in more detail in the next 
section, ethno-racial conceptualization comes up 
in modern, digitalized, artificial intelligence (AI)-en-
hanced, algorithmic and molecularized policing in 
a diverse set of practices, from predictive law enforce-
ment analytics, through forensic DNA to facial recogni-
tion software.

Law, law enforcement, science, datafication and 
ethnicity
Race, ethnicity and science

We need to begin with the observation that identi-
ty politics, political activity and “theorizing founded 
in the shared experiences of injustice of members of 
certain social groups” (Heyes, 2016) has been arguably 
the dominant trend in the second half of the twentieth 
century.2 However, contemporary models for opera-

2 See second wave feminism, the Black Civil Rights movement in the U.S., LGBT movements, indigenous movements, for example.

tionalizing ethnicity also rely on a variety of “objective” 
criteria. For example, ethnic preferences in citizenship 
often require the knowledge of the national language 
(see Pogonyi, 2022, 13), native American and other In-
dian tribes will determine membership by registered 
blood-quantum requirements. Furthermore, there are 
numerous accounts how “objective” conceptualization 
of ethnicity operationalizes “science” – irrespective that 
post-WWII social science discourse rejects biological 
approaches to race and ethnicity based on the stance 
that race is a social construct. However, as we will see, 
when there is a policy, commercial or political need 
and will, “scientific” language to describe and encapsu-
late ethnicity is revisited.

Technologies continuously expand the boundaries of 
ethno-racial conceptualization. For example, AI can ac-
curately predict self-reported race, even from corrupt-
ed, cropped, and noised medical images, often when 
clinical experts cannot - and can also predict sex and 
distinguish between adult and pediatric patients from 
chest x-rays (Purkayastha et al., 2022; Yi et al., 2021; Eng 
et al., 2021). The development of cheap and fast ge-
netic analysis brought a sweeping change in how the 
understanding of the race and ethnicity is perceived, 
lived and operationalized.

It is peculiar that a significant contributor to these pro-
cesses and mechanism is the highly lucrative commer-
cial enterprise of providing genetic ancestry accounts. 
Various government/state services (from law enforce-
ment to naturalization) and even the medical profes-
sion will to a varying degree rely on this form of direct 
to consumer commercial ancestry conceptualization of 
molecularized heritage – despite the fact that a large 
body of literature raises serious doubts on the scientific 
validity of these projects.

Forensic ethno-racial data generation

The new wave of innovations in forensics seeks to 
support criminal investigations by making inferences 
about the racial or ethnic appearance of unidentified 
suspects using genetic markers of phenotype or an-
cestry. The process had been termed as creating ‘bi-
ological witnesses’ within a new “forensic imaginary” 
(Williams, 2010). These new techniques analyze genetic 
traits for skin tone and the next, yet not fully developed 
stage of research targets face shape, and allow the ‘pre-
diction’ of the race or ethnicity of a crime suspect (Skin-
ner, 2018, 330-332).
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A recent project can, for example predict a person’s an-
cestry and physical traits without the need for a match 
with an existing sample in a database. It was used to 
identify a sailor who died after his ship sank during 
World War II. In the United States, police departments 
have for years been using private DNA phenotyping 
services to generate facial images of suspects which 
then can be distributed as mugshots to the public to 
assist in investigations (Schwartz, 2022).

As Skinner explains, the application of genetic science 
to police forensics understood in terms of three over-
lapping waves (Williams & Wienroth, 2014):

“The first saw, from the 1980s onwards, the establish-
ment of genetic testing as a credible identification tool 
and means of linking known suspects to crimes. The 
second involved, in the next two decades, the growth 
of national police DNA databases containing millions 
of records that are routinely, speculatively searched 
in an attempt to match as yet unknown people to 
offences. We are now entering a third wave where 
new techniques infer personal characteristics of as yet 
unknown suspects using crime scene samples. … The 
growing list of potentially detectable Externally Visible 
Characteristics (EVCs) includes age, eye colour, hair 
colour, and skin pigmentation” (Skinner, 2013, p. 978).

The reliability of these technologies is questionable, for 
example, in 2012, the Minister of the Interior for the Ger-
man federal state of Baden-Württemberg apologized 
to the Roma community for the bungled interpreta-
tion by police of DNA evidence in the investigation of 
a series of murders in Heilbronn in 2007 (Skinner, 2018, 
332). Here DNA phenotyping predicted that a sample 
taken from a crime scene involving the murder of a po-
lice officer belonged to a woman of Eastern European 
ancestry. The same DNA was then linked to dozens 
of serious crimes across Western Europe, prompting 
a theory that the perpetrator was a serial offender from 
a traveling Roma community. It turned out that the re-
curring genetic material belonged to a female Polish 
factory worker who had accidentally contaminated the 
cotton swabs used to collect the samples (Schwartz, 
2022).

Law enforcement agencies also build and apply Y-chro-
mosome haplotype reference databases. Skinner ex-
plains that the database is racialised along a number of 
different dimensions, besides being

“(…) predominantly young and almost 80 per cent 
male. (…) now 27 per cent of the entire black popu-
lation has a record on the database, including 42 per 
cent of black males and 77 per cent of young black 
men. (…) the NDNAD is racialised in its composition, 
the categorisation of all profiles by ‘ethnic appearance’, 
experiments with ethnic profiling of crime scene DNA, 
and the procedures of ethnic monitoring” (Skinner, 
2013, 982).

It needs to be added that “(…) the harm of over-rep-
resentation of ethnic minorities might be multiplied by the 
use of ‘familial searching’ – a technique that looks not only 
for exact matches between suspect DNA and database re-
cords but extends the search to near blood relatives” (ibid).

Skinner argues that not only will such technologies 
implicate ethically dubious policing practices such as 
‘DNA dragnets’ that involve mass testing of local sus-
pect populations on the basis of the predicted eth-
nicity of an unknown suspect, but the DNA database 
also “can be misused for unethical scientific research 
purposes such as attempts to isolate genes that predis-
pose particular ethnic populations to criminality” (ibid).

Besides questions pertaining to the overall efficiency 
and the potential abuses of the technology, Skinner 
also warns about the methodology for conceptualiza-
tion for operationalization, arguing that

“(…) ethnic categories and systems of categorisation used 
in the NDNAD are deemed ‘not fit for purpose’ (as…) ND-
NAD race data is based on the judgement of the police 
officers who classify genetic samples usually at the time 
of arrest using the following ‘ethnic appearance’ codes 
(previously known as Identity Codes): … It is hard to recon-
cile data generated using these ‘6+1’ categories with other 
datasets in the criminal justice system that use the 2001 
Census ‘16+1’ classification” (ibid, 985).

Beyond the DNA

Controversies regarding modern technologies are not 
limited to genetics: in 2020, Google, IBM, Amazon and 
Microsoft announced that they were stepping back 
from facial-recognition software development amid 
concerns that it reinforces racial and gender bias. The 
widely applied technology uses a vast number of im-
ages to create ‘faceprints’ of people by mapping the 
geometry of certain facial features and classifies data 
into categories such as gender, age or race, and to 
compare it to other faceprints stored in databases. Ac-
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cording to a 2019 report by the US National Institute 
of Standards and Technology, African-American and 
Asian faces were misidentified 10 to 100 times more 
often than Caucasian men, and the software also had 
difficulties identifying women (Dayton, 2020).

Predictive law enforcement habitually relies on big 
data and AI. An algorithmic bias was shown for exam-
ple in investigating the risk scores used in the Correc-
tional Offender Management Profiling for Alternative 
Sanctions (COMPAS) for recidivism. It was found that 
white defendants were more often mislabeled as ‘low 
risk’ compared to black defendants, and the risk score 
was more likely to falsely flag black defendants as ‘high 
risk’ (FRA, 2018, 7-8)3.

Another scientific language through which ethnicity 
can be conceptualized and operationalized is voice 
recognition. While the traditional use of voice recogni-
tion in law enforcement was used in criminal proceed-
ings matching a recording with an identified suspect, 
AI-enabled “language biometrics” has been used re-
cently put in use in asylum procedures analyzing dia-
lects in verifying applicants regarding their (geograph-
ic and ethnic) origin.4 Language analysis is standard 
in the Netherlands and Norway for some nationalities 
and optional when there are indications that the appli-
cant has provided false information. It is widely used 
in Belgium, Germany and Sweden (Kilpatrick & Jones, 
2022, 15-17).

The case study of Hungary

This final section provides an overview of how sus-
pect description and the datafication is ethnicizied in 
Hungarian digital law enforcement registries. We be-
gin with the overview of the legal framework for pro-
cessing of ethnic data, and continue by showing how 
ethnic data processing surfaces in law enforcement 
practice.

The legal framework for ethnic data processing
“Personal data indicating ethnic origin” is classified as 
special data by Act CXII of 2011 on the Right to Informa-
tional Self-Determination and Freedom of Information 

3 Note that machine learning also includes ‘proxy information’ such as postcode, which can indicate ethnic origin in cases of segregated 
areas in cities, or more directly, a person’s country of birth, and combining ‘likes’ on social media with other data can also be used to 
determine a person’s sexual orientation, ethnic origin or religion.

4 Automated text and speech recognition has been used by Germany’s Federal Office for Migration and Refugees (BAMF) since 2017 
(AlgorithmWatch, 2020; Federal Office for Migration and Refugees, 2020) 

(Infoact). The provision does not define ethnicity, but 
the law sets forth specific rules for processing these 
data types, including the requirement on “inevitable 
necessity and proportionality” to the implementation 
of an international agreement promulgated by law; 
being prescribed by law in connection to the enforce-
ment of the fundamental rights ensured by the con-
stitution, the Fundamental Law; for reasons of national 
security; national defense; for the “prevention, detec-
tion and prosecution of criminal offences”; being nec-
essary for, and proportionate to, the protection of the 
vital interests of the data subject or of another person, 
or the elimination or the prevention of a direct threat 
to the life, physical integrity or property of persons; or 
if the data subject explicitly disclosed the processing 
of the data is necessary and proportionate (Act CXII of 
2011, Article 5).

Besides EU norms (such as the GDPR), the strict regime 
has been present since the 1990 political transition. 
Before, for example, between 1971 and 1989, the eth-
nicity of Roma offenders were still registered (Kerezsi 
& Gosztonyi, 2014, 239-240). In sum, the collection and 
processing of ethnic data is not prohibited, but it is pro-
tected by a strict legal framework.

The “path” of ethnic data through law 
enforcement practices
In line with the above, information (data) pertaining to 
ethnicity may appear under a number of scenarios in 
the Hungarian legal and law enforcement framework 
Such cases involve hate crimes (where ethno-racial 
victim selection is part of the concept), in guidelines 
for police cooperation with (ethno-national) minority 
communities and for policing in multicultural commu-
nities. Let us address these in detail.

Criminal justice
There are several instances where the recognition (and 
processing) of ethno-racial data becomes part of the 
criminal process. One such case is where the perpetra-
tor or the victim voluntarily declares his/her ethnicity, 
which may,or may not be relevant in the investigation/
criminal proceedings, but could and should be part of 
the official transcript and case file. In practice, however, 
as we found, this this information is not mostly not re-



174

European Law Enforcement Research Bulletin – Special Conference Edition Nr. 6

corded and stored separately, if anything, it is present-
ed as part of the facts in a “free text” manner.

The next scenario relates to hate crimes: here, the very 
concept of (a racially motivated) hate crime implies that 
the victim is chosen due to her/his perceived member-
ship in the given ethno-racial community. Since the 
victim may not immediately identify himself/herself as 
a hate crime victim, the investigators need to carry out 
a screening process: based on a set of indicators laid 
down by law: in ORFK Order 30/2019 (18 July) of the 
Chief of the National Police on the implementation of 
police tasks related to the handling of hate crimes. The 
following prejudice indicators shall be recorded in the 
police report of the incident and shall be investigated 
in the criminal proceedings to assist in the detection of 
hate crimes:

(a) the perception and opinion of the victim or 
other witness in regards of the perception of the 
victim;

(b) the suspect’s characteristics, appearance and 
behaviour in relation to the offence, in particular his 
or her the gestures used, the clothing worn and the 
verbal expressions used;

(c) the perceived or real group difference between 
the suspect and the victim, which may include per-
sons acting on behalf of or belonging to the victim;

d) the victim’s appearance and behavior, including 
typically his/her preferred/chosen location, the for-
eign language or accent, clothing that symbolizes 
race, religion or belief;

e) the suspect’s prejudicial attitudes, which may be 
indicated by the programs/events he/she attends, 
preferred bands, reading material, social media 
platforms;

(f) participation in organized hate groups, which 
may be indicated by the use of the suspect’s group 
symbolism The presence of a suspect group may 
be indicated by its appearance and gestures, or by 
the group itself (by participating in the commission 
of the crime);

(g) the location of the offence, which may be indic-
ative of the victim’s community affiliation or linked 
to a previous hate crime;

(h) the date of the act, which may be linked to the 
victim’s community celebrations, events or histori-
cal events favored by the suspect;

(i) the degree, manner and means of the violence, 
in particular its exaggerated or particularly humili-
ating, self-serving or symbolic means;

(j) the publicity, which is primarily intended to con-
vey the perpetrator’s message;

(k) the absence of any other motive, in particular 
the unpremeditated assault or humiliation of an 
unknown victim.” (ORFK Order 30/2019, Art. 8.)

A number of questions arise: can the police officer ask 
the victim about their ethnicity in order to reveal a prej-
udicial motive? Or, can the police record their percep-
tion in official registries? (Gyűlölet-bűncselekmények 
elleni Munkacsoport, n.d.) Unfortunately, the permis-
sive conditional mode of the Order does not provide 
explicit guidance and officers find this extremely dif-
ficult. Even if the legal framework clearly allows for it. 
Act XC of 2017 on Criminal Procedure (Section 97 (1)) 
also stipulates that

“The court, the prosecution and the investigating 
authority may, for the purpose of conducting criminal 
proceedings, obtain and process all personal data nec-
essary for the performance of its functions as defined 
in this Act”.

Thus not only can and should the police register eth-
no-racial data/information coming from the victim, 
witness or suspect, but it is also a legal and professional 
obligation, if it is a necessity for the potential classifica-
tion of a (hate) crime.

The third scenario for the appearance of ethno-racial 
data/information in the criminal procedure pertains to 
suspect description. The victim’s or witness’s descrip-
tion of the perpetrator is recorded using the method 
of “personality description.” Personality description 
is a forensic tool used for the identification of a per-
son, corpse or body, containing a set of information 
designed and codified to include: the general human 
biological characteristics (biological sex, age, height, 
weight, build, type and location of obesity, posture, 
colour composition); the physiological characteristics 
of each part of the body (size, shape, asymmetry, de-
formity of the face and parts of the body); functional 
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characteristics (gait, speech, behaviour, smell); and - 
other characteristics (tattoos, body jewelry, clothing, 
etc.) (Anti, 2017, 75-82).

The description may point to a specific ethnicity - or 
the witness may make a statement about the perpe-
trator and Section 3 (2) c) of Act LXXXVIII of 2013 on the 
wanted persons registration system and on the search 
and identification of persons and things sets forth that 
“The register of wanted persons shall contain … spe-
cific data concerning the racial origin, religious beliefs, 
sexual conduct and political opinions of the wanted 
person”. Nevertheless, ethno-racial features are never 
used expressis verbis in the description of the wanted 
person in Hungary – rather synonyms or euphemisms, 
such as “dark skinned” or “creol” are used that are com-
monly understood.

In sum, we have found that although the ever so strict 
rules would allow room for the processing of special 
ethnic data, and in certain cases, to do so is even a le-
gal obligation: such data is not actually collected in any 
form by the criminal justice system. If it appears dur-
ing the procedure (e.g. in the witness statement), such 
data is not recorded systematically either as personal 
or as desegregated, statistical data (Kerezsi & Goszto-
nyi, 2014, p. 240). The various registration systems do 
not have the IT facilities (a rubric) for processing.

Chief of Police Orders on multicultural policing
The other stream of recognizing ethnicity in police 
work relates to policies pertaining to policing multi-
cultural communities. In line with international rec-
ommendations, in 2011 the chief of the national police 
issued two orders on policing multicultural commu-
nities and cooperation with Roma self-governments 
(and an adjacent methodological guideline in 2012),5 
which are identified as institutional partners for the 
force. ORFK Order 27/2011 (XII. 30.) on police measures 
in a multicultural environment establishes a “minority 
liaison” and a working group (Pap, 2019, 23-25). When 
mentioning minority communities, the instruction 
only mentions Roma and refugees explicitly, but not 
other minorities or immigrant groups listed in the Na-
tionality Act. Thus, once again, we see an example of 
an explicit legal basis for the appearance and process-
ing of ethnic data.

5 a multikulturális környezetben végrehajtott rendőri intézkedésekről szóló 27/2011. (XII. 30.) ORFK utasítás, a roma kisebbségi önkormány-
zatok közötti együttműködésről, kapcsolattartásról szóló 22/2011. (X. 21.) ORFK utasítás, (2012. január 19-én kelt.) 29000/126311/2012 ált. 
számú módszertani útmutató.

Concluding remarks on the Hungarian case
The collection and processing of ethnic data in the 
field provides a unique opportunity to scrutinize 
general problems of conceptualizing and operation-
alizing ethnicity. It reveals the challenges vague legal 
classification causes for practice. What emerges from 
the so-called Murphy’s Law of racism, which aptly cap-
tures the problem that is common to all these cases: 
conceptualizing and operationalizing ethnicity is never 
a problem for the perpetrator, only for human rights 
defenders, academics, and the police (Pap, 2012, 88). 
The phenomenon is prevalent, beyond the criminal 
justice system, for example it is also present in deseg-
regation litigation (Pap, 2012, 100-104). In sum, despite 
all good intentions, a counter-productive practice 
evolved: the (not-) collection of ethnic data is based 
on an overzealous interpretation of the law, which has 
failed to achieve its protective function on one hand, 
and also makes law enforcement practice difficult.

Conclusions

This article was aimed at triangulating models and lan-
guages of conceptualization and operationalization for 
race, ethnicity and nationality by law, and with a spe-
cial focus on law enforcement. We showed that when 
there is a policy, commercial or political need and will, 
new, digitalized “scientific” language to describe and 
encapsulate ethnicity is revisited.

Ethno-racial data processing is a difficult question for 
policing, but there are strong arguments for the use of 
ethnic identifiers in data collection in order to be able 
to detect and correct discriminatory treatment and 
outcomes (see e.g. Chopin et al., 2014; Osoba & Wels-
er, 2017; FRA, 2019). Also, since the world is not colour-
blind, it is an unreasonable expectation for police to be 
such. Furthermore, such data processing is a necessity 
for classifying certain (say, hate) crimes, and can serve 
as a useful and, it is important to stress, legal tool to 
identify suspects. While in the EU Article 9 of the GDPR 
confirms that the processing of sensitive data (includ-
ing race and ethnicity) is prohibited, it does provide for 
ten exceptions, which should suffice for narrowly tai-
lored, legally defined police work that duly takes into 
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consideration guidelines and recommendations Euro-
pean and other watchdog organizations.6

6 For guidance see the law enforcement directive, Directive (EU) 2016/680 of the European Parliament, and of the Council of 27 April 
2016 on the protection of natural persons with regard to the processing of personal data by competent authorities for the purposes 
of the prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties, and on the free 
movement of such data, and repealing Council Framework Decision 2008/977/JHA, OJ L 119, 4.5.2016, pp. 89-131). Also consider how 
in 2017 the European Parliament called to identify and take measures to minimize algorithmic discrimination and bias and to develop 
a strong and common ethical framework for the transparent processing of personal data and automated decision (European Parliament 
resolution of 14 March 2017 on fundamental rights implications of big data: privacy, data protection, nondiscrimination, security and 
law-enforcement (2016/2225(INI)).
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Abstract

The major investigation challenges are summarised as multiple-identity, fraudulent actions, lack of interoperability 
and absence of an effective technical solution for exchanging Cross-Border information, and complexity of OSINT 
investigations. 
The EU published Regulations (EU) 2019/817 and 2019/818 for establishing a framework for EU interoperability be-
tween information systems in the field of borders and visa information systems, police and judicial cooperation, 
asylum, and migration. Existing systems such as EURODAC, SIS / SISII, and VIS must share data, and new systems 
such as ECRIS-TCN, EES, and ETIAS also need to follow these guidelines. Although the eu-LISA will implement the 
interoperability framework in 2023, new challenges will emerge, such as investigating multiple-identity and iden-
tity frauds due to the different formats and structures of data, low quality of biographic and biometric data, and 
low accuracy of matching algorithms. 
Furthermore, the Open Source Intelligence (OSINT) investigation process is not automated, consumes a lot of 
time, and is overwhelming. When border security and law enforcement officers use methods of OSINT to investi-
gate terrorism and serious crime, it is very difficult to match and link the identity-related data and facial images of 
the suspects stored in the EU systems, Cross-Border systems, and open sources. 
The paper argues different Artificial Intelligence (AI) methods and algorithms and interoperability could be the 
optimum solution for the challenges mentioned above. The paper highlights a Person-Centric approach using 
Artificial Intelligence and interoperability to solve the challenges that emerge during investigations, such as mul-
tiple-identity, identity frauds, exchanging Cross-Border information, and the complexity of OSINT investigations.
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1 Author‘s email: amr.rahwan@secureidentityalliance.org

mailto:amr.rahwan@secureidentityalliance.org


180

European Law Enforcement Research Bulletin – Special Conference Edition Nr. 6

Introduction

The paper highlights using artificial intelligence and in-
teroperability for solving the challenges of OSINT and 
Cross-Border investigations. The four major challenges 
are multiple-identity, fraudulent identity, cross-bor-
der investigations, and OSINT complexity. The multi-
ple-identity and fraudulent identity challenges exist 
on the national level of the European Member States, 
and more challenges will emerge between the nation-
al level and the central EU level after implementing 
the new interoperability architecture. The newly es-
tablished central and national ETIAS “European Travel 
Information and Authorisation System” units will face 
the challenge of confirming or rejecting the relations 
and links between the different encounters of the mul-
tiple-identity and fraudulent identity. The main chal-
lenge for cross-border investigation is the difficulty of 
exchanging cross-border information and the non-ex-
istence of a proper interoperable information system 
or a technical solution for exchanging information re-
lated to the cross-border investigation. The complex-
ity of OSINT is challenging because only officers with 
strong information technology skills and background 
can obtain optimum results from OSINT investigations. 
In contrast, detectives and investigators with basic IT 
skills can’t obtain good results from OSINT investiga-
tions, either for investigations for solving national or 
cross-border crimes.

Furthermore, the paper highlights the relevant tech-
nologies that could be used for solving the mentioned 
challenges, especially using interoperability and pre-
trained Artificial Intelligence algorithms. Moreover, 
understanding the existing technology limitations is 
essential for obtaining good results and recommend-
ing the best practice for achieving optimal results. 
Furthermore, introducing a new Person-Centric OSINT 
approach complies with the UMF “Universal Message 
Format” standard of European interoperability. The 
newly introduced Person-Centric OSINT approach 
will allow the detectives and investigators with basic 
IT skills to achieve good results in identifying suspects 
and victims of terrorism and serious crimes without be-
ing overwhelmed with learning advanced IT or OSINT.

Moreover, the paper presents three hypothetical cases, 
recommends the HORUS system for SSI “Single Search 
Interface” as a practical technical solution for cross-bor-
der interoperability and exchanging of cross-border 

information, and simulating an automated search sce-
nario for identifying an unknown terrorist.

Finally, the paper describes the required training for 
law enforcement officers in each Member State, and 
it concludes the required training for compliance with 
EU interoperability standards, the required support for 
purchasing and implementing AI, interoperability, and 
Single Search Interface, the required capacity building 
for technical, functional, and operational officers, and 
essential AI training on Facial Recognition and Per-
son-Centric OSINT for cross-border investigations.

Challenges

Multiple‑Identity
The central EU information systems were implemented 
in silos, creating information gaps due to a lack of in-
teroperability. Implementing the information systems 
in silos has created challenges for detecting incorrect, 
incomplete, or fraudulent identities.

Subsequently, on the 22nd of May 2019, the EU pub-
lished two new regulations. Regulation (EU) 2019/817: 
establishing a framework for EU interoperability be-
tween information systems in the field of borders 
and visa information systems (Council Regulation 
(EC) 817/2019). Regulation (EU) 2019/818: establishing 
a framework for EU interoperability between informa-
tion systems in the field of police and judicial cooper-
ation, asylum, and migration (Council Regulation (EC) 
818/2019). Article (38) of the regulations established the 
UMF “Universal Message Format” standard to achieve 
interoperability.

The need to improve EU interoperability is clear. Exist-
ing systems such as EURODAC, SIS / SISII, and VIS must 
share data, and new IT systems such as ECRIS-TCN 
(Council Regulation (EC) 816/2019), EES (Council Regu-
lation (EC) 2226/2017), and ETIAS also need to follow 
these guidelines. That must be done without adding 
new databases or changing access rights to existing 
systems.

The components needed as part of the move towards 
EU interoperability include the following: the European 
Search Portal (ESP) for fast and seamless simultaneous 
searches in EU information systems, in addition to Eu-
ropol and Interpol data; the Shared Biometric Match-
ing Service (sBMS) (European Union Agency for the 
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Operational Management of Large-Scale IT Systems in 
the Area of Freedom, Security and Justice, 2018) that 
searches and compares biometric data (fingerprints 
and facial images), linking this data to other systems; 
the Common Identity Repository (CIR) (European Un-
ion Agency for the Operational Management of Large-
Scale IT Systems in the Area of Freedom, Security and 
Justice, 2018) to increase the accuracy of identification 
through automated comparison and matching, and 
the Multiple Identity Detector (MID) (European Council: 
Council of the European Union, 2019) for automatic de-
tection of multiple identities linked to the same set of 
biometric data.

However, many common challenges will emerge due 
to the different formats and structures of data, low 
quality of biographic and biometric data, low accuracy 
of matching algorithms, errors in data entry, and fraud-
ulent actions. For example, when the border author-
ities receive the Advance Passenger Information (API) 
and the Passenger Name Record (PNR) of air and sea 
passengers, it is difficult to exchange and match the 
identity of one passenger with his/her records stored 
in the EES, ETIAS, SIS, and VIS due to lack of interoper-
ability and different data structures and formats. An-
other example of these challenges is the car license 
plate number. The license plate number has different 
formats and structures that vary from one Member 
State to another, creating difficulties in searching and 
finding the correct license plates and linking them with 
individuals, such as owners or suspects.

TCNs, or Third Country Nationals, are mainly the per-
sons of interest stored in the EU information systems 
for different purposes, except for SIS, which also stores 
information about European citizens. The SIS / SIS-
II (Council Regulation (EC) 1862/2018) stores security 
alerts on persons wanted by the Member States, and 
the officers can search the central information systems 
with biometric data such as fingerprints or biographic 
data such as first name, family name, gender, date of 
birth, place of birth, and nationality to find targeted 
persons or search object alerts such as A Vehicle; a Fire-
arm; a Blank Document; an Issued Document; a Bank-
note; an Industrial Equipment; an Aircraft; a Boat; a Boat 
Engine; a Container; a License Plate; a Security; a Vehi-
cle Registration Document. The EURODAC (Council 
Regulation (EC) 2013/603) system stores biometric in-
formation such as facial images, fingerprints, and iden-
tity-related biographic information of asylum seekers 
and illegal border crossers. The officers can search the 

central system by any element of the stored informa-
tion. The VIS or Visa Information System stores the 
information such as facial images, fingerprints, name, 
gender, date of birth, place of birth, nationality, and ad-
dress of the TCNs travelling with a short-stay visa, and 
the authorities have up to fifteen working days for vet-
ting the travelers and checking for security clearance.

Important to mention that the central EU systems have 
gaps in covering all the persons of interest living or 
travelling to the Member States of the European Un-
ion. The gap could be summarised in three types of 
persons of interest: the short stay visa-exempted third 
country travellers, permanent foreign residents, and EU 
citizens. The eu-LISA will implement the ETIAS system 
and units for solving the gap for the visa-exempted 
TCNs. However, none of the existing or newly estab-
lished central European information systems will solve 
the gap for permanent TCN residents and EU citizens. 
Each Member state is responsible for solving that gap 
by creating national systems and achieving interoper-
ability between the national and central information 
systems as per the EU regulations for interoperability. 
Clause 22 of regulations (EU) 2019/817 and 2019/818 
states that [Member States dispose of efficient ways to 
identify their citizens or registered permanent residents 
in their territory], so each Member State is responsible 
for solving the gap and issue related to its citizens and 
permanent residents to avoid security vulnerabilities 
and to reveal their identities if they became suspects 
or victims of terrorism or serious crime.

The security authorities have enough time to apply se-
curity check and clearance on the travellers on a stand-
ard short-stay visa with their information stored at the 
VIS. At the same time, only 48 hours are available to 
perform security clearance of the visa-exempted third 
country visitors as mentioned in the regulation (EU) 
2018/1240 on establishing a European Travel Informa-
tion and Authorisation System ETIAS (Council Regula-
tion (EC) 1240/2018). The ETIAS will solve the existing 
security gap of the visa-exempted TCNs. However, 
the central and national ETIAS unit officers should be 
well-trained to solve the multiple-identity issues. The 
visa-exempted visitor will apply for a travel authorisa-
tion before arrival to the EU Member State. The visitor 
will submit identity-related information such as a facial 
image and biographical data, which will be stored and 
processed by the ETIAS. The identity-related informa-
tion will be searched against all the central EU infor-
mation systems to check the former existence of the 
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visa-exempted applicant in other EU systems than the 
ETIAS, and the central MID, Multiple-Identity Detector, 
will automatically flag the identities with similarities 
based on biometric matches or biographic matches. 
The ETIAS unit officers have to manually investigate all 
the elements of the multiple-identities and confirm or 
reject the link between identities.

Similarly, the multiple-identity issue may occur when 
using methods of OSINT to gather more information 
on suspects, victims, or travellers. The multiple-identity 
issue gets more complex if the identity-related results 
of OSINT search is in a language other than the lan-
guage of the information stored in the EU or Member 
States information systems. For example, the name, 
gender, date of birth, place of birth, and nationality are 
stored using a Latin-based script in the EU information 
systems. It is very challenging for the officers, detec-
tives, and investigators to decide on the similarities or 
differences of a multiple-identity with biographic infor-
mation received from OSINT results and written in Ara-
bic, Cyrillic, Chinese, Greek, Japanese, or Korean scripts. 
Especially if the officers didn’t read or understand the 
foreign script. The first case of the cases section will 
clarify an example of multiple-identity.

Identity Fraud
The fraudulent actions and wrong matches are other is-
sues created due to the lack of interoperability and low 

accuracy of some biometric modalities. For example, 
the fingerprints of a third-country national could be 
enrolled in the VIS system with specific identity infor-
mation, while the fingerprints of the same third-coun-
try national might be enrolled in the EURODAC system 
using different identity information. A second example 
is that the different facial images of a third-country na-
tional could be enrolled in the VIS and EURODAC sys-
tems. When submitting a facial query to both systems, 
the results could be two lists of candidates, instead 
of one “hit/no hit” from each system, due to the low 
quality of facial images and the low accuracy of facial 
recognition algorithms.

Finally, when the border security officers and the law 
enforcement officers use methods of Open Source In-
telligence (OSINT) to investigate terrorism and serious 
crime, it is very difficult to match the identity-related 
data and facial images of the suspects stored in the EU 
systems with the data from open sources. Moreover, 
most law enforcement and border security officers’ 
basic information technology skills are insufficient for 
detecting fraudulent identities when using OSINT for 
investigations. The officers should receive advanced 
biometric training, especially facial recognition train-
ing, and Person-Centric OSINT training to be qualified 
to detect, investigate, and match identity frauds from 
open source. The second case of the cases section will 
clarify an example of identity fraud.

EU Central Systems: 
Multiple-Identity 
Detection for new 

enrollment & ETIAS

Member State:
Multiple-Identity 

Detection for national 
ETIAS & National DBs

Persons of Interest:
Visitor TCNs &           

few EU Citizens in SIS

Persons of Interest:
EU Citizens &    
Resident TCNs

Clause 22 of Interoperability 
Regulations 2019/817 & 818: 
Member State Responsibility
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Cross‑Border Investigation
Cross-Border information exchange is required when 
revealing the identity of an involved suspect or victim 
depending on identity information or criminal informa-
tion that resides in a foreign country outside the bor-
ders of European countries. Furthermore, exchanging 
of cross-border information is required by immigration 
authorities for the identification and security clearance 

of TCN asylum seekers and travellers. Cross-Border in-
vestigations are challenging because there is no proper 
way or technical solution for exchanging cross-border 
information, and the officers in the EU countries don’t 
have access to the cross-border databases and infor-
mation systems. The third case of the cases section will 
simulate the challenge and the solution for a valid hy-
pothetical scenario for cross-border investigation.

Cross-Border
DBs

Officer in EU

OSINT Complexity
Using tools and methods of OSINT is challenging be-
cause it contains various information technology ele-
ments such as domains, websites, protocols, headers, 
codes, scripts, IP addresses, certificates, hashes, user-
names …etc. It requires strong IT skills to obtain op-
timum results in revealing the identities of suspects or 
victims related to terrorism or serious crime. Moreover, 
it is difficult to match the suspects’ identity-related 
data and facial images stored across the different da-
tabases with the data from open sources. For example, 
a suspect has a record stored in a national or European 
database such as SIS or EURODAC. The stored record 
might be biographic data or a facial image. When the 
suspect has a different identity on the internet and so-
cial media, it is difficult to link the identity stored in the 
national and EU databases with the fraudulent identity 
claimed on the internet and social media.

Furthermore, the officers don’t get the optimum re-
sults from the OSINT tools because they need to un-

derstand the tools’ mechanism, accuracy, and demo-
graphics. Also, they may not differentiate between 
image recognition and facial recognition in many cas-
es. For example, it is important to understand which 
type of human images could return good results when 
searching with tools such as Google, Bing, and Yandex. 
Those OSINT tools are Artificial Intelligence algorithms 
for image recognition, not facial recognition. Another 
example is the facial Recognition AI algorithms used 
for OSINT have limitations due to their recognition 
mechanism, the accuracy of algorithms, geographic 
coverage, and ethnicity bias. Understanding the limi-
tations will lead to optimum results when using such 
OSINT tools dedicated to facial recognition.

Finally, the different encounters of the same identity 
are not linked across the different data sources, creat-
ing multiple-identity and fraudulent identity challeng-
es due to lack of interoperability and the variations of 
names and languages.



184

European Law Enforcement Research Bulletin – Special Conference Edition Nr. 6

Artificial Intelligence

The proposal of the European Artificial Intelligence Act 
defines Artificial Intelligence systems as “ ‘artificial intel-
ligence system’ (AI system) means software that can, 
for a given set of human-defined objectives, gener-
ate outputs such as content, predictions, recommen-
dations, or decisions influencing the environments 
they interact with.” (Council Regulation proposal (EC) 
2021/0106).

Artificial Intelligence technology and interoperability 
are keys to solving the multiple-identity and fraudulent 
identity issues. To clarify, the main trigger for the multi-
ple-identity and fraudulent identity issues is that the in-
formation is stored in the systems and the databases in 
silos, and there is no link between the identity-related 
information stored in the national, European, interna-
tional, and open sources. There is no SSI “Single Search 
Interface” till present, and the investigators and officers 
use separate interfaces for submitting the same que-
ries to national systems, OSINT, and international sys-
tems and databases such as Interpol’s SLTD “Stolen and 
Lost Travel Documents”, EUROPOL, EURODAC, SIS/SISII, 
and VIS. When an officer submits a search with one or 
more identity elements to the different interfaces of 
data sources, the officer’s decision on linking the dif-
ferent encounters of the same identity and discovering 
frauds depends on factors such as biographic informa-
tion, name variation, and facial images.

Named Entity Relationship, or NER, is an artificial intelli-
gence method used for automatic extracting, classify-
ing, and categorising the content of a text. NER should 
be the early step for detectives and investigators when 
investigating a text written in a language they don’t 
understand. NER will help the investigators understand 
and target the information useful for investigations, 
such as names, jobs, and addresses while decreasing 
the focus on the less useful or less relevant information. 
The cases section contains three examples for clarify-
ing the practical usage of NER.

Although the stored fingerprints in the EU informa-
tion systems have good quality, there are challenges 
to detecting similar or different identities. Natural Lan-
guage Processing (NLP) AI algorithms can be used for 
biographic matching across multiple information sys-
tems. These algorithms can be trained to link between 
the different name variations of similar identities. They 
can detect identity fraud when the same person’s fin-
gerprints are enrolled in two systems or more under 

different identities. The paper demonstrates using an 
artificial intelligence algorithm for fuzzy name match-
ing, a specific type of Natural Language Processing.

NLP and Named Entity Recognition (NER) AI methods 
can be combined with domain-specific knowledge to 
solve the issues related to unstructured data, different 
data formats, and data mapping. A good example is 
to search for a license plate number, as each Member 
State has a different structure and format than the oth-
ers, and some Member States may have more than one 
format for license plate numbers. For this example, the 
AI algorithms will be trained to recognise the license 
plate number and country of origin. Using representa-
tive training data to support a Google-like search and 
get the best results is essential. However, the paper 
only presents the pre-trained Artificial Intelligence al-
gorithms.

Using AI for fuzzy name matching for linking the dif-
ferent encounters of similar identities is essential for 
deciding on similarities and differences between iden-
tities triggered by biometric hits such as a fingerprint 
match or a facial recognition match. Within the paper, 
AI algorithms are recommended for extracting identi-
ty-related information, searching, and matching, while 
no algorithms will be introduced for anomaly detec-
tion or predictive analysis.

Moreover, AI algorithms for image recognition and fa-
cial recognition are important for verifying previously 
known identities and searching for unknown identities. 
For example, an investigator could search two sources 
using biographic elements of the identity that resulted 
in retrieving a facial image from each source. The inves-
tigator can use an AI algorithm for facial recognition to 
verify the facial images. Another example is that the 
authorities may not have any information about a sus-
pect except a photograph. The authorities can submit 
the photo to AI algorithms for image recognition and 
facial recognition to gather more information about 
the unknown suspect.

The presented concept is to train officers on obtaining 
the best results from pre-trained commercially availa-
ble AI algorithms, with any possibility of re-training the 
AI algorithms.

AI for Fuzzy Name Matching
Name matching is essential for linking or unlinking 
identities. Yet, understanding names is challenging 
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because the same name is written and pronounced 
differently across different languages, and the name 
may have variations due to regional and cultural ef-
fects. Furthermore, there are no clear rules for defining 
nicknames, and a nickname may sound very far from 
the original name, such as Sasha, a nickname for Alex-
ander. Understanding name variations across different 
languages and using AI algorithms for fuzzy biograph-
ic matching will improve investigation results and solve 
the problems of multiple-identity and frauds.

In the Arabic language, for example, it is easy for Ar-
abic speakers to identify persons of interest with Ara-
bic names. Still, it is challenging for non-Arabic speak-
ers because the Arabic names have a lot of variations 
when translated to other languages. Another chal-
lenge is that many Arabic letters don’t have any pho-
netical equivalent in Latin-based languages (Sawalha 
et al, 2014). The below diagram depicts the complexity 
of name variations of Arabic names.

Figure 1. Complexity of name variations of Arabic names
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The above diagram shows an example for three dif-
ferent names, Amr” 

 

On the Arabic names, can you explain more precisely, what is wrong, or what needs to be 
changed? This would be helpful to inform our layout contractor. Maybe it is an error or 
technical obstacle on their side. 

Best regards 
 
 

Dear Mr. Adam Szajli, 

- Amr” ورمع ”. 

- Amir” ریمأ  ”. 

- Amira” ةریمأ  ”. 

”, Amir” 

 

On the Arabic names, can you explain more precisely, what is wrong, or what needs to be 
changed? This would be helpful to inform our layout contractor. Maybe it is an error or 
technical obstacle on their side. 

Best regards 
 
 

Dear Mr. Adam Szajli, 

- Amr” ورمع ”. 

- Amir” ریمأ  ”. 

- Amira” ةریمأ  ”. 

”, and Amira” 

 

On the Arabic names, can you explain more precisely, what is wrong, or what needs to be 
changed? This would be helpful to inform our layout contractor. Maybe it is an error or 
technical obstacle on their side. 

Best regards 
 
 

Dear Mr. Adam Szajli, 

- Amr” ورمع ”. 

- Amir” ریمأ  ”. 

- Amira” ةریمأ  ”. ”, and a good AI algorithm should be able to dis-
cover all the variations of one name such as Amr and 
Amro are the same name. Amira and Amirah are the 
same names. The three names are written and pro-
nounced in one way only in Arabic, and Arabic speak-
ers easily distinguish them. However, considering the 
spoken languages of the European officers, It is diffi-
cult for non-Arabic speakers to discover the variations 
and differentiate between the three names because 

the names contain letters that don’t have phoneti-
cal equivalents in Latin-based languages. Each name 
could be written and pronounced in several ways 
when translated to other languages. For example, the 
first sound and letter of the name Amr” 

 

On the Arabic names, can you explain more precisely, what is wrong, or what needs to be 
changed? This would be helpful to inform our layout contractor. Maybe it is an error or 
technical obstacle on their side. 

Best regards 
 
 

Dear Mr. Adam Szajli, 

- Amr” ورمع ”. 

- Amir” ریمأ  ”. 

- Amira” ةریمأ  ”. 

” doesn’t 
exist in English, French, Spanish, Russian, German, 
Dutch, Italian, or Greek languages, and the letter “A” 
is an inaccurate compensation for the letter “ع”, and 
it is not literal and not correct phonetically. The below 
table depicts the special phonetics of Arabic letters.
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Figure 2. Source: QURANIC WORDS STEMMING (Yusof et al, 2010).

Advanced Artificial Intelligence could help non-Arabic 
speakers identify and verify name variations for decid-
ing on multiple-identities and frauds. The below table 
depicts the matching results obtained from a commer-

cial fuzzy name matching AI algorithm for detecting 
the variations of the Arabic names.
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Table 1. Fuzzy name matching AI algorithm

Name 1 Name2 Same 
Name

Gender AI Score

Amr ورمع Yes Same 99.0%

Amr ریمأ No Same 72.7%

Amr ةریمأ No Different 28.4%

Amr Amira No Different 37.4%

Amr Amir No Same 85.5%

Amir ورمع No Same 72.7%

Amir ریمأ Yes Same 99.0%

Amir ةریمأ No Different 80.9%

Amir Amira No Different 51.2%

Amira ورمع No Different 60.9%

Amira ریمأ No Different 80.3%

Amira ةریمأ Yes Same 98.2%

Wrong Match

Wrong Match

The above results obtained by the AI algorithms for the 
three names help determine the similarities and differ-
ences between the variations of Arabic names. Howev-
er, Artificial Intelligence is not an absolute source 
of truth, and the existing AI algorithms for fuzzy name 
matching have issues matching Arabic names with 
their Latin variations. They are not fully matured and 
not well-trained, and they might wrongly create a high 
confidence score when matching two different Arabic 
names. For example, the names Amr in Latin letters 
and Amir” 

 

On the Arabic names, can you explain more precisely, what is wrong, or what needs to be 
changed? This would be helpful to inform our layout contractor. Maybe it is an error or 
technical obstacle on their side. 

Best regards 
 
 

Dear Mr. Adam Szajli, 

- Amr” ورمع ”. 

- Amir” ریمأ  ”. 

- Amira” ةریمأ  ”. 

” in Arabic letters in the second row 
are two different male names, but the similarity score is 
higher than 70% which is not correct. The same applies 
to the names Amir and Amr” 

 

On the Arabic names, can you explain more precisely, what is wrong, or what needs to be 
changed? This would be helpful to inform our layout contractor. Maybe it is an error or 
technical obstacle on their side. 

Best regards 
 
 

Dear Mr. Adam Szajli, 

- Amr” ورمع ”. 

- Amir” ریمأ  ”. 

- Amira” ةریمأ  ”. 

” in the sixth row. 
In the fifth row, the names Amr and Amir are wrong-
ly matched with 85.5% because the number of letters 
is small, and the phonetical difference is minor when 
pronounced with a Latin-Based language; neverthe-
less, the two names are very different phonetically 
when written and pronounced in Arabic. Finally, the 
names Amir” 

 

On the Arabic names, can you explain more precisely, what is wrong, or what needs to be 
changed? This would be helpful to inform our layout contractor. Maybe it is an error or 
technical obstacle on their side. 

Best regards 
 
 

Dear Mr. Adam Szajli, 

- Amr” ورمع ”. 

- Amir” ریمأ  ”. 

- Amira” ةریمأ  ”. 

” and Amira” 

 

On the Arabic names, can you explain more precisely, what is wrong, or what needs to be 
changed? This would be helpful to inform our layout contractor. Maybe it is an error or 
technical obstacle on their side. 

Best regards 
 
 

Dear Mr. Adam Szajli, 

- Amr” ورمع ”. 

- Amir” ریمأ  ”. 

- Amira” ةریمأ  ”. ” in the eighth 
and eleventh rows are matched with a score over 80%, 
although the genders are different because Amir is 
a male and Amira is a female. The AI algorithm should 
consider the genders while matching names, espe-
cially since the genders already exist in its knowledge 
base.

AI for Image Recognition vs Facial Recognition
Both Image Recognition and Facial Recognition tech-
nologies are based on analysing images. Still, the ma-
jor difference is that image recognition analyses the 
whole image for detecting any type of object, such 
as bags, cars, glasses, clothes, humans, etc. In contrast, 
facial recognition technology focuses on detecting 
and analysing human faces. Facial recognition is the 
most understandable concept in biometric matching 
because people use it naturally to identify each other 
daily and without the need for computers. Moreover, 
facial recognition technology doesn’t require special 
sensors. A facial image could be captured from simple 
types of sensors such as a webcam rather than finger-
print and iris recognition technologies that require 
specific and dedicated sensors such as fingerprint and 
iris scanners. Furthermore, it is easy to obtain facial im-
ages from various national, regional, and international 
data sources available for law enforcement agencies. 
The availability of facial images from the internet and 
open source increased after the massive use of social 
media without good protection of the privacy of per-
sonal information.

Understanding the mechanisms, accuracy, and demo-
graphics of image and facial recognition is important 
for recognising their differences. It is also important to 
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provide high-quality training for law enforcement of-
ficers to qualify them for using those AI algorithms to 
reveal the identities of suspects and victims. The below 

table shows a comparison between image recognition 
and facial recognition.

Table 2. Comparison between Image Recognition and Facial Recognition

Comparison Image Recognition Facial Recognition

Mechanism Analyze full image Analyze Faces

Limitations Image-Related Facial-Related

Accuracy Low High

Image Popularity Important Not Important

Background & Colors Important Not Important

Ethnicity Bias No Yes

The image recognition algorithms analyse the full 
image to classify the type of the image or object and 
search for similar images, while the first step of a facial 
recognition algorithm is to detect the existence of 
a human face inside the image and search for similar 
faces. The limitations of image recognition tools are 
related to the whole image of the submitted photo 
or the photo in the reference database. Nevertheless, 
the limitations of the facial recognition tools are re-
lated to the detected faces only. The accuracy of the 
image recognition algorithms is lower than the facial 
recognition algorithms when searching for human 
faces. The popularity of the equivalent images on the 
web is important when using image recognition to 
search for similar images. In contrast, the popularity 
of the equivalent images is not important when using 
a facial recognition tool because it searches for simi-
lar facial images, even if they are in different photos. 
Similarly, the backgrounds and colours are important 
to find equivalent images when using image recogni-
tion, while backgrounds and colours don’t affect the 
facial recognition results. Finally, the AI algorithms for 
image recognition are not affected by ethnicity bias. 
In contrast, the AI algorithms for facial recognition are 
prone to ethnicity bias, especially if they were trained 
with a non-representative dataset.

Image Recognition

Artificial Intelligence algorithms for image recognition 
are used to search for generic and different types of 

objects. Many image recognition AI algorithms and 
tools are available publicly and for free, such as Google, 
Bing, and Yandex. Users can submit an image to search 
for exactly similar images on the public internet. The 
detectives and investigators can use such AI algo-
rithms to search and find persons of interest. However, 
the detectives and investigators should understand 
the mechanisms, limitations, and factors mentioned 
in the above table. They should receive high-quality 
training programs to achieve good results for deciding 
on multiple and fraudulent identities.
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Facial Recognition

Over the last five years, AI has caused a leap in facial 
recognition technology and is the technology’s rea-
son for increasingly accurate results. Nevertheless, 
new challenges have occurred due to using non-rep-
resentative data to train the AI algorithms, leading to 
wrong matches or mismatches. AI algorithms for facial 
recognition should be trained with representative data 
that is agnostic of nationality, skin tone, and ethnicity 
to achieve the target of linking similar identities across 
the different lists of candidates. The followed approach 
within the paper is to consider the pre-trained AI algo-

rithms so that the results could be biased. Finally, the 
AI technology for facial recognition still has technology 
limitations related to the quality of the submitted im-
ages, the stored reference images, and the matching 
mechanisms. The users should understand the ICAO 
guidelines for high-quality passport photos (Poon, 
2008) and the limitations and effects on matching re-
sults related to the distance between eyes, resolution, 
pose angles, facial expressions, natural skin tone, light 
exposure, brightness, contrast, and backgrounds. The 
below images clarify the ICAO guidelines.

Figure 3. ICAO guidelines for high-quality passport photos

The users of the facial recognition AI algorithms should 
be aware of the facial recognition techniques and 
the technology limitations and should be trained to 
achieve the best results from the pre-trained AI algo-
rithms. Furthermore, the users should understand the 
accuracy levels of the algorithms, the bias of training 

data, AI mechanisms and demographics, and decide 
on the correct algorithms that fit the submitted imag-
es. The below table shows a comparison between the 
results of evaluating four commercial AI algorithms for 
Facial OSINT.
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Table 3. Comparing Four Commercial AI Algorithms for Facial OSINT

Facial OSINT American Chinese Polish Eastern Country

Geographic Area Americas China Europe Eastern Europe

Identify Sunglasses Yes No No No

Identify Children Yes No No No

Ethnicity Bias White, African, Hispanic Asian European European

Websites Coverage Criminal Records Asia Wide No

Social Media Facebook, Instagram, YouTube No No VK, Tik Tok, Clubhouse

Facial recognition was limited to a closed set of inter-
nal databases for a few law enforcement agencies, but 
advanced AI tools were recently developed for Facial 
OSINT. Facial OSINT means submitting a facial image 
to search the public internet and revealing the identity 
of the target person through the data available from 
open sources such as web pages, blogs, and social 
media profiles. The table above compares four AI al-
gorithms for facial OSINT from the USA, China, Poland, 
and an Eastern country. To obtain high-quality results, 
the detectives and investigators should understand 
each algorithm’s demographics and geographic area. 
For example, each algorithm has better coverage of 
the area where it was developed, so the Chinese algo-
rithm will not return any results if the investigator used 
the Chinese algorithm for querying a facial image of 
a person living in the US and vice versa for the Amer-
ican algorithm. Also, the investigator needs to under-
stand which algorithm returns the best results if the 
person in the facial image is wearing dark sunglasses. 
Only the American algorithm returns good results for 
people wearing sunglasses, while the other three will 
either return irrelevant results or no results. For the sen-
sitive cases of child abuse and trafficking in children, it 
is highly important to find an algorithm that can identi-
fy children across the web with high accuracy, and only 
the American algorithm can do that. Ethnicity bias is an 
important factor for getting good results for combat-
ting terrorism and serious crime, and, unfortunately, all 
four algorithms have ethnicity bias. For example, the 
Chinese algorithm will provide inaccurate results if the 
ethnicity of the submitted facial image is White, Afri-
can, or Hispanic. The Polish algorithm has the widest 
website coverage. In contrast, the American covers 
websites with criminal records only, the Chinese match 
results from websites hosted in Asia, and the Eastern 

algorithm doesn’t cover any website except specific 
social media. Finally, and regarding social media cov-
erage, the American covers Facebook, Instagram, You-
Tube, and Couchsurfing, the Chinese and Polish don’t 
cover any social media, and the Eastern covers VK, Tik 
Tok, and Clubhouse.

European UMF Standard (P‑O‑L‑I‑C‑E)

Clause 51 of regulations (EU) 2019/817 and 2019/818 
for interoperability clearly states that: [The implemen-
tation of the UMF standard may be considered in VIS, 
SIS and in any other existing or new cross-border in-
formation exchange models and information systems 
in the area of Justice and Home Affairs developed by 
Member States.]. The UMF standard is well structured 
and was developed for exchanging information be-
tween law enforcement agencies. Complying with that 
standard format will help solve the challenges of mul-
tiple-identities, fraudulent identities, and cross-border 
investigations. The below image depicts the P-O-L-
I-C-E “Person-Organisation-Location-Item-Connec-
tion-Event” format of the UMF structure.

P: Person 
O: Organisation 
L: Location
I: Item
C: Connection

E: Event
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UMF and POLE Pyramid
UMF (Council Regulation proposal (EC) 2018) is key to 
achieving EU Interoperability and solving the multi-
ple-identity and fraud issues, especially for informa-
tion concerning crimes and persons of interest; twelve 
countries have already introduced UMF for use by 
law enforcement authorities in Europe and beyond. 
At the same time, Police forces have long used Per-
sons, Objects, Locations, and Events (POLE) to classify 
crimes. Similarly, UMF uses Person, Item (Object), Loca-
tion, Event (Offence), and a fifth attribute: Biometric 
Data.

For example, consider a murder incident where an un-
known person was the victim of a shooting. Witness-
es later described the suspect as a middle-aged white 
male with blue eyes and red hair, wearing glasses, a red 
shirt, and blue trousers. Using POLE, the description is 

Person: victim; murderer (40-50, male, caucasian, blue 
eyes, red hair, glasses). Object (Item): gun; red shirt; blue 
trousers. Location: stadium. Event (Offence): murder.

With an eye to the future, UMF can represent the data 
obtained from surveillance systems. So in the above 
example, face recognition systems will find facial meta-
data such as age, gender, glasses, and other physical 
characteristics. Likewise, video analytics can add more 
metadata, and it can automatically identify items such 
as a shirt, trousers, and colours. The POLE data model 
makes it possible to search and correlate this metadata.

The below figures depict the structure of the UMF 
standard and the equivalent POLE Pyramid that rep-
resents a Person-Centric approach to achieving inter-
operability.

Figure 4. UMF Structure

Figure 5. POLE Pyramid
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The UMF standard is a Person-Centric representation 
for criminal investigations. Person-Centric means that 
all the elements, classes, subclasses, properties, ob-
jects, and instances are centred on a person, and re-
vealing a person’s identity, such as a suspect, target, 
or victim, is the optimum target of investigators. The 
Person-Centric structure is well-understood by law 
enforcement and border security officers. It can be 
used for searching or querying databases or exchang-
ing criminal-related information among competent 
authorities. That structure helps the operational and 
field officers focus on the functional aspects they un-

derstand by heart while avoiding being involved and 
overwhelmed with learning about the complexity of 
the technical aspects. For example, biometric-based 
structures, such as the NIST format for fingerprints, fa-
cial images, and iris, focus on data representation and 
modelling technicalities. They don’t highlight the full 
characteristics of a person. Furthermore, fingerprint 
and facial NIST formats are only interoperable on the 
biometric level but not on the higher identity levels. 
The below image depicts the Person-Centric approach 
of the UMF standard, where all the items and elements,

Figure 6. UMF Items

such as “Person Description”, “Person Identity”, Offence, 
Event, Organisation, Document, Motor Vehicle, Means 
of Communication, Firearm, Route, Area, and Place, are 
connected to a “Person”.

HORUS Method ‑ UMF Bidirectional Data Mapping
Data mapping and interoperability between the new-
ly established and legacy systems will be required to 

correctly identify the different encounters of the same 
passenger across the different watchlists and infor-
mation systems. The UMF standard can be used for 
bidirectional API and PNR data mapping with the EES, 
ETIAS, SIS, and VIS. The UMF “Person Identity” contains 
the “Person Core Name” to map the passenger’s given 
name, family name, and other names. The value (Yes 
or No) of the “Primary ID” determines whether the 
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identity data belongs to the main passenger or the 
emergency contact. The address structure of the UMF 
contains “Location” and “Place” to map the passenger’s 
contact address, billing address, mailing address, home 
address, and intended address. The UMF will map the 
email address and telephone details to the “Means of 
Communication” (MoC) item and specify the MoC type 
and identifier. The “ID Document” item of the UMF 
will map the travel document information. The UMF 
“Means of Transportation” (MoT) contains the License 

Plate Number, VIN, Make, Model, Vehicle Type, and 
Color to map the vehicle information. Finally, the UMF 
will map the fingerprints to the “Dactyloscopic Data” 
and the facial image to the “Face Recognition Data” of 
the “Biometric Data” item.

The table below depicts using the UMF to map the 
biographic and biometric data of the passengers with 
the central EU information systems.

Table 4. UMF Mapping of Air and Sea Passenger Information

Person‑Centric OSINT

AI and UMF for enhanced interoperability will be the 
bridge between Cybersecurity and Biometric Tech-
nology. To clarify, linking similar identities from OSINT 
and the EU information systems can be achieved using 
a hybrid solution of Knowledge-Based Domain-Spe-
cific AI for UMF, NLP and NER for advanced matching 
identities and AI for facial recognition. All can be done 

within the legal framework and by considering the reg-
ulations for protecting personal data like the GDPR.

Person‑Centric Approach
Person-Centric OSINT constructs the lost bridge be-
tween OSINT and biometrics, especially facial recogni-
tion. The Person-Centric OSINT approach uses open-
source data to investigate cases and assemble their 
identity footprints to reveal their identities on the inter-
net. The searches will be limited to a biometric search 
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using a facial image and a biographic search using 
first name & family name, email address, or telephone 
number. The cases can be categorised into three 
groups; the first group of cases is fully identified where 
the facial image and the identity-related biographic 
data are known to the investigator, the second group 
of cases is partially identified where the identity-relat-
ed biographic data is known. Finally, the facial image is 
unknown to the investigator, and only the facial image 
is known for the last group of cases.

Searches will always have a single starting point in the 
Person-Centric approach, either to start with a facial 
search or a biographic search. The elements of the 
results will be submitted for successive iterations of 
searches until the identity is revealed or more infor-
mation is gained. For example, the OSINT search could 

start by submitting a facial image for search using AI 
tools for image recognition or facial recognition. The 
result could be a name submitted for the second it-
eration of the biographic search to reveal an email. 
The email can be submitted for the third iteration of 
a biographic search to reveal a telephone number and 
so on. Another example, the Person-Centric iterations 
could start with a biographic search using the first 
name and family name. The result could be a facial im-
age that could be used for the second iteration of a fa-
cial search or an email that could be used for the sec-
ond iteration of a biographic search. The third iteration 
could fluctuate between a facial or biographic search, 
based on the obtained results, and so on. The below 
image depicts the mind map for the recommended 
iterated Person-Centric OSINT searches.

Figure 7. Mind map for the iterated Person-Centric OSINT searches

Rule‑Based Decision Making
The final decision on confirming or rejecting the link 
between two identities is a human-based decision for 
that paper. The results are evaluated through a Mul-
ti-Attribute Rule-Based decision-making approach 
(Bohanec, M. and Rajkovic, V., 1999). The investigator 
can use that approach to identify and decide the sim-
ilarities and differences between identities. The scale 
and weight of the rules are subject to change based 

on continuous studying and evaluating results. The be-
low table depicts a weighted evaluation using a Rule-
Based decision-making method for comparing the re-
sults of two identities.
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Table 5. Multi-Attribute Rule-Based decision-making

Facial Match Email Telephone Number Name Decision

Different Persons Different Emails Different Numbers Different Name Different Persons

Different Persons Different Emails Different Numbers Nickname or Variant Different Persons

Different Persons Different Emails Different Numbers Exact Name Different Persons

Different Persons Different Emails Same Number Different Name Investigate more

Different Persons Different Emails Same Number Nickname or Variant Investigate more

Different Persons Different Emails Same Number Exact Name Investigate more

Different Persons Same Email Different Numbers Different Name Investigate more

Different Persons Same Email Different Numbers Nickname or Variant Investigate more

Different Persons Same Email Different Numbers Exact Name Investigate more

Different Persons Same Email Same Number Different Name Same Person

Different Persons Same Email Same Number Nickname or Variant Same Person

Different Persons Same Email Same Number Exact Name Same Person

Same Person Different Emails Different Numbers Different Name Investigate more

Same Person Different Emails Different Numbers Nickname or Variant Same Person

Same Person Different Emails Different Numbers Exact Name Same Person

Same Person Different Emails Same Number Different Name Same Person

Same Person Different Emails Same Number Nickname or Variant Same Person

Same Person Different Emails Same Number Exact Name Same Person

Same Person Same Email Different Numbers Different Name Same Person

Same Person Same Email Different Numbers Nickname or Variant Same Person

Same Person Same Email Different Numbers Exact Name Same Person

Same Person Same Email Same Number Different Name Same Person

Same Person Same Email Same Number Nickname or Variant Same Person

Same Person Same Email Same Number Exact Name Same Person

• Red is a low possibility.

• Black is a medium possibility.

• Green is a high possibility.

Conclusion

The major investigation challenges are summarised as 
multiple-identity, fraudulent actions, lack of interoper-
ability and absence of an effective technical solution 
for exchanging Cross-Border information, and com-
plexity of OSINT investigations.

The recent global threats such as the increase of ille-
gal immigration, the high risks of terrorism and serious 
crime, the COVID-19 pandemic, and the war between 
Russia and Ukraine created the essential need for ex-
changing Cross-Border information for preventing, de-
tecting, and investigating terrorism and serious crime 
across Europe and the neighbouring countries.

Providing high-quality training for law enforcement of-
ficers is an essential step for solving the investigation 
challenges. Importantly, the training programs should 
contain Artificial Intelligence mechanisms, limitations, and 
demographics, and it is recommended to cover the pro-
posed Person-Centric OSINT approach.

Moreover, the training programs for each EU and non-
EU Member State are recommended to include the 
following: Training for compliance with the EU inter-
operability regulations and standards and the new 
EU systems such as the EES, ETIAS, and ESP, Providing 
support for purchasing and implementing Artificial 
Intelligence, interoperability, and SSI “Single Search In-
terface”, Capacity building for the border security and 
law enforcement agencies’ technical, functional, and 
operational officers, and Training on facial recognition, 
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facial OSINT, and Person-Centric OSINT for cross-border 
investigations.

Finally, the training tools should include mock trials 
and criminal case simulation, and the training sylla-

buses should cover using modern technologies and 
digital skills for solving the challenges of multiple-iden-
tity, fraud, and cross-border investigation. The below 
image depicts the recommendations.

Figure 8. Recommendations for Member States

Training for Compliance

With EU 
interoperability 
standards and 
EES, ETIAS, & ESP

Support for Purchasing and Implementing 

AI, 
Interoperability, &                    
SSI "Single Search 
Interface"

Capacity Building 

For Technical, 
Functional, & 
Operational 
Officers

Training on

Facial 
Recognition and 
Person-Centric 
OSINT for Cross-
Border 
Investigations
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Abstract
In a recent EU publication, a report commissioned by the European Union related to the Cross-border Digital 
Criminal Justice environment, a set of specific business needs have been identified. Some of the most relevant 
ones have been: i) the interoperability across different systems needs to be ensured, ii) the stakeholders need to 
easily manage the data and ensure its quality, allowing them to properly make use of it (e.g. use the data as evi-
dence in a given case) and iii) the stakeholders investigating a given case should be able to identify links between 
cross-border cases. Therefore, solutions are needed to allow the stakeholder to search and find relevant informa-
tion they need for the case they are handling. The article presents a set of solutions to address the highlighted 
needs, including a ‘Judicial Cases Cross-Check System’. Such a system should provide a tool being able to search 
for case-related information and identify links among cases that are being investigated in other EU Member States 
or by Justice and Home Affairs (JHA) agencies and EU bodies. To facilitate the development of the above solution, 
a standard representation of the metadata and data of the evidence should be adopted. In particular the Uni-
fied Cyber Ontology (UCO) and Cyber-investigation Analysis Standard Expression (CASE), dedicated to the digital 
forensic domain, seem the most promising one to this aim. Moreover it provides a structured specification for 
representing information that are analysed and exchanged during investigations involving digital evidence. 

Keywords: Judicial Case Correlation, Evidence Standard, Case Ontology, Judicial Investigation

Introduction

A recent report prepared for the European Commis-
sion on Cross-border Digital Criminal Justice (Debski 
et al. 2020), has highlighted how the modernisation of 
judicial cooperation is paramount for an efficient fight 

against crime in view of the rapid progress of the tech-
nologies and their potential malicious or threatening 
use. EU Member States and Justice and Home Affairs 
(JHA) agencies stressed the need to be able to search 
for case-related information and identify correlations 
with cases under investigation in other EU Member 
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States/JHA agencies and EU bodies. To accomplish that 
goal and devise a technical solution, it is important to 
address all the issues raised by the involved stakehold-
ers, of which the most important are:

•  Is it acceptable, for all Member States, to maintain 
a central criminal cases database considering the 
potential data protection issues?

•  Would a central database require a legal basis?

•  Keeping information/evidence at national level and 
providing query system from abroad might be an 
alternative solution but would it generate a dupli-
cation of the same data being stored in multiple 
systems?

In this article none of the above issues will be ad-
dressed, instead the focus will be put on the standard 
representation of the metadata and data of a piece of 
evidence, based on an ontology that has been devel-
oping as an open and cost-free resource for the digital 
forensic community in a broad sense, including all the 
stakeholders involved in cross-border judicial cooper-
ation.

Nevertheless, the adoption of the standard (see Sec-
tion “The UCO/CASE standard”) would facilitate both 
central and distributed technical solutions. In the case 
of a central solution, the first option, it is easy to imagine 
how powerful a system can be, considering that each 
digital trace would be represented in the same formal-
ly structured manner. In the second option, the distrib-
uted solution, the investigative information could be 
easily retrieved relying on the metadata representation 
of the pieces of evidence, also taking into account that 
UCO/CASE provides specific explicit ontology proper-
ties to support appropriate handling of shared infor-
mation, based on the Information Exchange Policy2 or 
the Traffic Light Protocol,3 and also on enhancing data 
protection and intelligent analysis of digital evidence 
(Casey, E., Barnum, S., Griffith, R., Snyder, J., van Beek, H. 
& Nelson, A. (2017).

2 Information Exchange Policy (IEP), https://www.first.org/iep

3 Traffic Light Protocol Definitions and Usage, https://www.cisa.gov/tlp

4 Unified Cyber Ontology (UCO) A foundation for standardized information representation across the cyber security domain/ecosystem, 
see unifiedcyberontology.org.

5 An international standard supporting automated combination, validation, and analysis of cyber-investigation information, see caseon-
tology.org.

The UCO/CASE standard

UCO4 stands for Unified Cyber Ontology, a foundation 
for standardized information representation across the 
cyber security domain; CASE5 that stands for Cyber-In-
vestigation Analysis Standard. UCO/CASE provides a 
standard language, actually a set of ontologies, for rep-
resenting information collected, extracted, analysed 
and exchanged during investigations involving digital 
evidence. UCO/CASE is a community-developed ontol-
ogy designed to provide a standard for interoperabili-
ty and analysis of investigative information in a broad 
range of cyber-investigation domains, including digital 
forensic science, incident response, counter-terrorism, 
criminal justice, forensic intelligence. The UCO/CASE 
community is a consortium of academic, government 
and law enforcement, plus commercial and non-profit 
organisations. To perform digital investigations effec-
tively, there is a pressing need to harmonise how in-
formation significant to cyber-investigations is repre-
sented and exchanged. UCO/CASE enables the merge 
of information from different data sources and forensic 
tool outputs to allow more comprehensive and cohe-
sive analysis (Casey et al., 2018). The main UCO/CASE 
goals are:

•  to foster Interoperability between digital investiga-
tion systems and tools;

•  to automate normalisation and combination of 
differing data sources to facilitate analysis and ex-
ploration of investigative questions (who, when, 
where, what, etc.), maintaining provenance at all 
phases of digital investigation lifecycle;

•  to ensure all analysis results are traceable to their 
sources (Chain of Evidence).

The first two points foster the development of a Judi-
cial Cases Cross-Check system for case searching and 
correlation, based on the interoperability and normali-
sation of the data and metadata. The last point is more 
connected to the admissibility of a piece of evidence 
because it reveals which file a relevant digital trace 
comes from.

https://www.first.org/iep
https://www.cisa.gov/tlp
http://unifiedcyberontology.org
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These features allow significant advantages because 
they comprise a wider view of the need for represent-
ing relevant cyber information and the adoption of 
more neutral solutions without promoting proprietary 
models. On the other hand, the approval of change 
proposals or the implementation of new cyber items 
to be included in the ontologies is quite slow because 
a broad consensus is needed/required from all the 
members of the community.

UCO/CASE ontology classes

The ontologies consist of the following main classes 
(see Figure 1):

•  People involved in the evidence life-cycle, from 
search and seizure to the report before the Court, 
technical and legal (subjects, victims, authorities, 
examiners etc.).

•  Surrounding information about Legal authoriza-
tion (i.e., search warrant).

•  Information about the Process/Lifecycle (i.e. seiz-
ing, acquisition, analysis etc.).

•  Information about the Chain of custody by iden-
tifying Who did What, When and Where from the 
moment the Evidence has been gathered.

•  Actions performed by people (seizing, acquisition, 
analysis etc.).

•  Source of evidence, that is physical objects in-
volved in the investigative case (e.g., hard disk, 
smartphone) but even digital source of evidence 
(i.e., memory dump).

•  Description of the Objects inside the digital ev-
idence and their Relationships (e.g., Contained_
Within, Extracted_From etc.).

Figure 1: UCO/CASE ontology, main Classes (Source: by authors)
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UCO/CASE to meet investigation needs

The need for a standard to represent and exchange 
electronic evidence has been augmented by the rising 
relevance of the digital evidence in a wide range of cir-
cumstances within investigative cases and the require-
ment upon a standard language to represent a broad 
range of forensics information and processing results 
has become an increasing need within the forensics 
community (Casey, 2011). The standard language is 
also able to meet another pressing need: processing 
big volumes of investigative information from differ-
ent various data sources and finding correlation within 
them in an accurate and efficient manner. Research ac-
tivities conducted in this field have been used to devel-
op and propose many languages, but, at the moment, 
UCO/CASE represents the most suitable standards to 
representing data and metadata related to evidence 
for a variety of goals including the availability of a more 
powerful processing relying on artificial intelligence 
techniques. This is due to the following reasons:

•  it has been developed in the cyber security envi-
ronment but it also includes lots of essential ele-
ments to representing digital forensics information;

•  it allows to describe technical, procedural and judi-
cial information as well;

•  it has been developed with the extensibility in 
mind so it is adaptable to the fast-pace develop-
ment of technology, therefore permits the intro-
duction of new elements to incorporate forensics 
information not envisaged yet.

It is also worth mentioning that UCO/CASE standard is 
able to represent the provenance of an evidence. For 
cyber-investigation purposes, to help establish the au-
thenticity and reliability of information, it is important 
to capture where it originated or was found, as well 
as how it was handled after it was found. Provenance 
includes collection documentation, chain of custody 
details, audit logs from forensic acquisition tools, and 
integrity records, which all help to establish the trust-
worthiness of cyber-investigation information (Casey 
et al., 2017).

6 INSPECTr Project, Intelligence Network & Secure Platform for Evidence Correlation and Transfer. The principal objective of INSPECTr will 
be to develop a shared intelligent platform and a novel process for gathering, analysing, prioritising and presenting key data to help in 
the prediction, detection and management of crime in support of multiple agencies at local, national and international level, see https://
inspectr-project.eu.

UCO/CASE and other standards

It is worth mentioning that existing standards for ex-
changing general criminal justice information, includ-
ing the National Information Exchange Model (NIEM), 
have not kept pace with the evolution of electronic ev-
idence. Moreover, there are there some similarities be-
tween the UCO/CASE standard and ISO/IEC 27037:2012 
(Information technology — Security techniques — 
Guidelines for identification, collection, acquisition and 
preservation of digital evidence). ISO standards devel-
oped for Information Security (2700 series) and Foren-
sic Science (ISO/TC 272 Forensic sciences) provide high 
level requirements and recommendations for specific 
practices/processes. Nevertheless, they do not provide 
a standard for representing and exchanging data. On 
the contrary UCO/CASE can be used to implement 
and strengthen certain requirements illustrated in ISO 
standards to fulfil the objectives of efficiency and qual-
ity.

It should be also highlighted that the UCO/CASE stand-
ard language that has become popular among many 
important stakeholders such as Europol, U.S. Depart-
ment of Defence Cyber Crime Centre - DC3, NFI, Celleb-
rite, Magnet Forensic and others.

Another UCO/CASE feature worthy of attention is that 
the standard language has been recently moved un-
der the Linux Foundation: a quite remarkable news 
that encourages widespread use of this standard in a 
broad range of cyber-investigation domains to foster 
interoperability, establish authenticity, and advance 
analysis.

The UCO/CASE standard has been used in many Eu-
ropean projects, among which it is worth mentioning:

•  Intelligence Network & Secure Platform for Evidence 
Correlation and Transfer6 (INSPECTr, GA 833276). It 
aims at developing a shared intelligent platform 
for gathering, analysing and presenting key data to 
help in the prediction, detection and management 
of crime in support of many LEA at local, national 
and international level. The data will originate from 
the outputs of free and commercial forensic tools 
integrated by online resource gathering. The data 

https://inspectr-project.eu
https://inspectr-project.eu
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from the tools will be represented in UCO/CASE 
standard using a set of parsers still under develop-
ment for Cellebrite UFED_PA, Magnet Forensic AXI-
OM, MASB XAMN and OXYGEN Forensic Detective.

•  Electronic Xchange of e-Evidences with e-CODEX7 
(EXEC II, GA INEA/CEF/ICT/A2019/2065024). With-
in the project’s activities it has been developed a 
proof of concept (Evidence Exchange Standard 
Application, EESP Application) being able to create/
prepare the Evidence Package (E-Package), safe-
ly encrypted, for facilitating its exchange through 
e-EDES and over e-CODEX and being able to sup-
port a standard for the representation of metadata 
of the Evidence, by using the UCO/CASE language/
ontology to propose sensible solutions for the ex-
change of large file of evidence, based on a decen-
tralised architecture 

•  Linking EVIDENCE into e-CODEX for EIO and MLA 
procedures in Europe8 (EVIDENCE2e-Codex, GA 
766468): the project provided a contribution to the 
exchange of digital evidence within the EIO/MLA 
legal instruments among Competent/Judicial Au-
thorities in the EU Member States and beyond.

UCO/CASE main aims

One of the most common issues in dealing with the 
outcome of a forensic acquisition or analysis, concerns 
the possibility to verify findings extracted/generated 
by forensics tools. This need is becoming even clearer 
considering the ever-increasing speed of innovation 
involving digital devices and the consequences on fo-
rensics tools (i.e., operating system, data storage strat-
egies, etc.). The lack of a standardised format for repre-
senting the output of forensics tools makes it difficult 
to compare results produced by different tools with 
similar features/functionalities. The use of a common 
standard language would offer many advantages:

7 The EXEC II project (Electronic Xchange of e-Evidences) is the follow-up project of the previous EXEC and EVIDENCE2-e-CODEX projects. 
See https://www.e-codex.eu/EXECII.

8 The EVIDENCE2e-CODEX project aimed at creating a legally valid instrument to exchange digital evidence related to MLA and EIO 
procedures over e-CODEX by providing the legal and technical communities with ‘ready to use’ information on EIO, digital evidence 
and e-CODEX and a ‘true to life’ example of how electronic evidence can be shared over e-CODEX in a secure and standardized way to 
support MLA and EIO cases, see https://evidence2e-codex.eu.

9 The XML SAX parser for UFED/Cellebrite extracts some digital traces (Cyber items) from XML reports generated by UFED Physical Analys-
er (version 7.x) and convert them into UCO/CASE as JSON-LD files, see https://github.com/casework/CASE-Implementation-UFED-XML 
and https://github.com/casework/CASE-Implementation-AXIOM.

•  it would allow comparing results produced by dif-
ferent versions of the same forensics tool in order 
to evaluate the progress in terms of information ex-
traction and interpretation;

•  it would speed the automatic search activity avoid-
ing analysing the same information already pro-
cessed by the previous version of the tool;

•  it would foster the data and information exchange 
between different organisations and different ac-
tors involved in the investigation.

At the moment no commercial forensic tool is able to 
directly generate their output in UCO/CASE standard. 
The UCO/CASE community is endeavouring to create 
a middle-layer software (parser) to convert the output 
from an open format (i.e., XML, CSV etc.) generated by 
the commercial tool into UCO/CASE standard. At the 
time of writing this article a parser for both Cellebrite 
UFED-PA and Magnet Forensic AXIOM is available in 
UCO/CASE repositories,9 freely accessible to all Commu-
nity members and broadly to all forensic community.

An investigation generally involves many different tools 
and data sources, therefore pulling together informa-
tion from these various data sources and tools is time 
consuming, and error prone. Tools that support UCO/
CASE can extract and ingest data, along with their con-
text, in a normalized format that can be automatically 
combined into a unified collection to strengthen cor-
relation and analysis.

Moreover, cyber-investigation information, to be effec-
tive, needs to be represented and shared in a form that 
is usable in any contexts (i.e., digital forensic science, inci-
dent response, and situational awareness etc.) and is flex-
ible enough to accommodate evolving requirements.

The main aim of UCO/CASE is the interoperability - to 
enable the exchange of cyber-investigation informa-
tion between tools, organizations, and countries. The 
power of such a standard is that it supports automated 

https://www.e-codex.eu/EXECII
https://evidence2e-codex.eu
https://github.com/casework/CASE-Implementation-UFED-XML and https://github.com/casework/CASE-Implementation-AXIOM
https://github.com/casework/CASE-Implementation-UFED-XML and https://github.com/casework/CASE-Implementation-AXIOM
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normalization, combination correlation, and validation 
of information, which means less time extracting and 
combining data, and more time analysing information. 
The interoperability is ensured not only within a single 
investigative case that may include many digital devices, 
but also throughout different investigative cases to find 
correlation and overcome, for instance, issues like the 
linkage blindness that is the failure to recognise a pattern 
that links one crime to another, such as crimes commit-
ted by the same perpetrator in different jurisdictions.

UCO/CASE observables

To represent cyber-investigations information, it is nec-
essary to capture details about specific traces and their 
context such as manufacturers and serial numbers of 
storage media, network connection details, and names 
of files stored on a removable USB device with associ-
ated date-time stamps and cryptographic hash values. 
To represent this variety of information, as well as other 
non-trace cyber-investigation information (identities, 
locations, tools, etc.), UCO/CASE defines “Objects” and 
potentially associated “Property Bundles” containing 
details about the object itself. 

Objects encompass any concept pertaining to cy-
ber-investigations including traces such as a mobile 
device, a file extracted from a device, an email address 
extracted from a file, a location extracted from EXIF 
metadata, or non-trace concepts such as a forensic ac-
tion carried out by an examiner.

UCO/CASE is able to represent certain types of infor-
mation that cross the cyber domain as core entities. 
They consist of a set of data and metadata for describ-
ing (see Figure 6) the following items:

•  Objects and their associated properties, including 
data sources (mobile devices, storage media, mem-
ory) and well-known digital objects such as files 
and folders, messages, documents, files (images, 
video, audio etc.) and logs (browser history, events).

•  A set of data and metadata for describing all ac-
tions (i.e., tasks).

10 JSON-LD is a lightweight Linked Data format. It is easy for humans to read and write. It is based on the already successful JSON format 
and provides a way to help JSON data interoperate at Web-scale. JSON-LD is an ideal data format for programming environments, REST 
Web services, and unstructured databases such as Apache CouchDB and MongoDB, see https://json-ld.org.

•  Actors (e.g.: subjects, victims, authorities, examiners 
etc.).

•  Tools (i.e., digital tools for carrying out different fo-
rensics processes).

•  Objects relationships (e.g., Contains, Extracted 
From etc.), in particular for expressing the Chain of 
Evidence, that is which file (archive, database, etc.) 
a specific digital trace (Observable in term of the 
ontologies) has been extracted from.

•  Objects inside the digital evidence and their Relation-
ships (e.g., Contained_Within, Extracted_From etc.).

CASE supports any serialisation (default JSON-LD),10 
and can be utilised in any context, including criminal, 
corporate and intelligence. JSON-LD is 100% valid JSON 
with some specific JSON structures defined which al-
low full structural and semantic validation of each ob-
ject, array and field in the JSON content to a relevant 
ontological specification for that element.

Each Object is assigned an identifier (@id) that can be 
used to refer to the Object that cannot be changed 
that points to another Object, representing a relation-
ship to that other Object. In the proposed approach, 
such references are represented using an embedded 
property that specifies the @id of another Object.

Figures 2, 3 and 4 show a CHAT message, represented 
in CASE and serialised in /JSON-LD format, along with 
the references to an Application Account and Appli-
cation Observable Objects that contain the Accounts 
involved in the communication (Message) and the Ap-
plication in use.
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Figure 2: UCO/CASE representation of a Chat Message, along with Account and Application Observables (Source: by 
authors)

Correlations examples

An investigation generally involves many different tools and 
data sources, creating separate store-room of information. 
Manually pulling together information from these various 
data sources and tools is time consuming, and error prone. 
Tools that support CASE can extract and ingest data, along 
with their context, in a standard format that can be auto-
matically combined into a unified collection to strengthen 
correlation and analysis. This offers new opportunities for 
searching, contextual analysis, pattern recognition, machine 
learning, and visualisation. Moreover, organisations involved 
in joint investigations can share information using CASE.

In addition to searching for specific keywords or char-
acteristics within a single case or across multiple cases, 
having a structured representation of cyber-investiga-
tion information allows more sophisticated processing 
such as data mining, or NLP techniques. 

A crucial aspect of information representation and exchange 
is being able to specify the allowed/authorised conditions 
for sharing and to enforce exchange policies. At this aim 
UCO/CASE provides for data markings that CASE can use to 

support proper handling of shared information: practically 
any marking mechanism can be employed, including Traffic 
Light Protocol (TLP) and Information Exchange Policy (IEP).

Overall system

The potentialities of the system, illustrated trough the 
below examples, and explained in a descriptive man-
ner are underpinned by the following conditions:

•  having at disposal a shared criminal cases database 
either based on a decentralised solution, or a cen-
tral solution, including both metadata and data of 
the pieces of evidence. It is almost needless to say 
that the issues of location and jurisdiction need to 
be addressed, taking into account the increasingly 
frequency of cross-border crimes;

•  a common format (UCO/CASE ontology) for data 
homogenisation and data discovery. Once the infor-
mation is represented in a format not tied to a pro-
prietary system where the possibilities to develop 
tailored tools are all open to each need that can arise.
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Correlation example: ascertain if a file has been ex-
changed during communication between two sus-
pects, relying on the hash file value

The investigative context is the following: two mobile 
devices, belonging to two suspects, have been seized 
and the investigative aim is to discover if a specific 
file, whose hash value HASH_1 is known, has been ex-
changed between the two devices (DEVICE_1 and DE-
VICE_2). The data extracted from the DEVICE_1 is not 
complete; the sought communication has been delet-
ed by the SUSPECT_1 and the carved data, extracted 
by using a forensic tool, don’t allow the potential evi-
dence to be found because is incomplete. 

To bear in mind that the example refers to the same 
investigative case, but the sought data could also be 
retrieved throughout different investigative cases, pro-
vided that the two requirements described above at 
the beginning of Section 3.1, are met.

Considering how the Artifact/Digital Traces are ex-
pressed in UCO/CASE the retrieval process is the fol-
lowing (see Figure 3):

•  The HASH_1 is scanned among all the File Observ-
ables of the shared database, serialised in JSON 

format. From this Observable the unique identifier 
(UUID_FILE) is taken, an identifier that is associated 
with each Observable. 

•  The Relationships Observables of kind “Attached_
To” are raked to find the value UUID_X in the 
source property. Once that Observable has been 
identified its target property, the unique identifier 
(UUID_MESSAGE), is obtained. That Observable is a 
Chat/Message, that had the file as an attachment. 

•  By using the UUID_MESSAGE it is possible to detect 
the Message Observable and in turn the phone 
numbers involved in the communication, relying 
on the properties FROM and TO, always expressed 
as @id references.

•  By retrieving the @id of the two identifiers involved 
in the Chat/Message Telegram it turns out that the 
two people who exchange the file with the hash 
HASH_1 are the ones identified by the following 
properties: 

 PERSON_1: accountIdentifier=1726233937 and 
displayName=Matt K

 PERSON_2: accountIdentifier=1746276411 and 
displayName=Beth Dutton

that are the suspects under investigation.

Figure 3: Correlation example based on hash file, retrieval process based on UCO/CASE, overview (Source: by authors)
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Correlation example: to find any kind of 
outgoing communication originating 
from a given phone number

The investigative context is the following: starting from 
a lot of seized devices, the correlation aims to find any 
kind of outgoing communication originating from the 
phone number PHONE_NUM_1. The phone number 
will be searched in Call, SMS, MMS and Chat Messag-
es selecting only the ones where the PHONE_NUM_1 
plays the role of Caller/Sender property.

The retrieval process is the following (see Figure 4):

1. The phone number PHONE_NUM_1 is dug 
among all the Phone Account Observables 
of the shared criminal cases database. From 

the list of the retrieved Observables, all the 
unique identifiers (UUID_PHONE_NUM_1, 
UUID_PHONE_NUM2, …, UUID_PHONE_
NUM_N) are taken.

2. All the UUID_PHONE_NUM_X identifiers se-
lected in the previous step are searched in 
the FROM property of all Observables of kind 
PhoneCallFacet, SMSMessageFacet, MMS-
MessageFacet and MessageFacet (Chat). 

3. The details of each retrieved Observable are 
presented below (Figure 4, frame labelled 
with number 3) along with the data related to 
the people involved in each communication 
item spotted.

Figure 4: Correlation example based on phone number, retrieval process based on UCO/CASE, overview (Source: by 

authors)
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Conclusions

To perform digital investigations effectively, there is a 
pressing need to harmonise how information relevant 
to cyber-investigations is represented and exchanged. 
The CASE specification language and underlying UCO 
support information standardization and interoperabil-
ity for tools and organizations dealing with cyber-in-
vestigations. In addition to sharing cyber-investigation 
information on a specific case, sharing traces or pat-
terns of particular activities in a standardized format 
can help others find similar traces and patterns in new 
cases, both in national and international judicial coop-
eration. 

The standard is one of the most effective formalisms 
to represent data and metadata of an evidence and it 
appears particularly versatile to both a central criminal 
cases database and distributed databases incorporat-
ed into national systems. Moreover, it encompasses 
relevant aspects: it allows to indicate the grade of in-
formation sharing, preserving their privacy, and also 
to strengthen the admissibility of a potential evidence 
based on the detailed description of its Chain of Docu-
ment and Chain of Evidence.

11 Elasticsearch is a distributed, JSON-based search and analytics engine, https://www.elastic.co.

This article has illustrated a draft retrieval system based 
on the open and free UCO/CASE language standard 
highlighting the significant advantage provided by the 
standard, especially considering alternative proprietary 
systems that are closed and hinder the interoperabili-
ty among different systems and various organisations. 
A significant example of the use of the standard has 
been implementing within the INSPECTr project, by 
using ElasticSearch11 as storage of the data represented 
in UCO/CASE and Kibana as a user interface to visualize 
the evidence data and navigate the Elastic Stack.

Having at its disposal a standard representation would 
streamline the investigations and improve the effec-
tiveness of the search for correlation within different 
cases both in national and cross-border scenarios. Such 
a system would also be beneficial for joint investiga-
tion team (JIT) scene where it is of utter importance 
to efficiently carry out criminal investigations in one or 
more of the involved States, achieving one of the main 
impacts of the use of the standard: to dedicate less 
time extracting and combining data and more time 
analysing info to find links and patterns.
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Abstract
Mobile devices have become an indispensable part of modern society and are used throughout the world on 
a daily basis. The proliferation of such devices has rendered them a crucial part of criminal investigations and has 
led to the rapid advancement of the scientific field of Mobile Forensics. The forensic examination of mobile de-
vices provides essential information for authorities in the investigation of cases and their relative importance ad-
vances as more evidence and traces of criminal activity can be acquired through the analysis of the corresponding 
forensic artifacts. Data related to the device user, call logs, text messages, contacts, image and video files, notes, 
communication records, networking activity and application related data, among others, with correct technical 
interpretation and correlation through expert analysis, can significantly contribute to the successful completion 
of digital criminal investigations. The above underline the necessity for advanced forensic tools that will utilize the 
most prominent achievements in Data Science. In this paper, the current status of Mobile Forensics as a branch of 
Digital Forensics is examined by exploring the most important challenges that digital forensic examiners face and 
investigating whether Artificial Intelligence and Machine Learning solutions can revolutionize the daily practice 
with respect to digital forensics investigations. The utilization of these emerging technologies provides crucial 
tools and enhances the professional expertise of digital forensic scientists, paving the way to overcome the critical 
challenges of digital criminal investigations.

Keywords: Mobile Forensics, Artificial Intelligence, Big Data, Forensic Science, Digital Forensics.
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Introduction

Mobile Forensics is the field of Digital Forensics that 
deals with the acquisition, examination and analysis 
of mobile devices, in order to recover digital evidence 
in a forensically sound manner, respecting the chain 
of custody and ensuring that they will be admissible 
in a court of law. The term “mobile devices” is usually 
used to refer to mobile phones, but in reality, it can be 
extended to include any digital device which can store 
data in local memory and act as a means of communi-
cation. Therefore, Mobile Forensics is also related to the 
acquisition, examination and analysis of tablet comput-
ers, GPS devices and Personal Digital Assistants (PDAs).

Mobile devices contain plenty of data in a digital for-
mat, which includes, but is not limited to, call logs, 
messages, contacts, pictures, videos, web browsing in-
formation and location data. Mobile devices play a very 
critical role in criminal investigations, and therefore, 
there is an increasing demand for reliable software and 
hardware tools to assist digital forensics investigators 
in their efforts.

In recent years there has been an increasing interest 
in mobile devices, due to their expanding capabilities, 
the multiple benefits they provide in personal and pro-
fessional communication, the ability to transmit and 
access information quickly, as well as recent develop-
ments, such as access to online banking. The advance-
ments in mobile technology in combination with the 
acceptance and widespread adoption of mobile de-
vices by the community have led to a significant rise 
in mobile forensics cases. The digital forensics market 
is expected to grow from $4.62B in 2017 to $9.68B by 
2022, an annual compound growth rate of almost 16%. 
The anticipated market drivers are government regula-
tions, increasing cyber incidents experienced by busi-
nesses, and the rapidly growing presence of Internet of 
Things (IoT) applications and devices.2

Artificial Intelligence (AI) already has several applica-
tions in mobile devices, such as smart voice assistants, 
smart cameras, facial recognition for security purposes, 
improved graphics in augmented reality applications, 
improved search functions and power efficiency. The 
utilization of AI algorithms has significant benefits in 
general towards automation in the analysis of digital 
evidence. According to Homem, I. (2018), a pilot study 

2 Market Insider, Digital Forensics Market – Global Forecast to 2022, (16 March 2018) 
Available at “https://markets.businessinsider.com/news/stocks/digital-forensics-market-global-forecast-to-2022-1018885400”

has demonstrated how automation can be advanced 
in digital forensics in identifying and acquiring forensic 
evidence, as well as in the phase of forensic analysis.

Another study related to the subject by Mohammed, 
Clarke and Li (2016) focused on an automation-based 
approach for Big Data analysis regarding specifically 
digital forensic investigation. Jarrett and Choo (2021) 
proposed the term Intelligent Automation in their re-
search on the impact of automation and AI in digital 
forensics. They concluded that Intelligent Automation 
can provide cost-reduction, improved efficiency and 
speed of forensic investigation, more accurate data 
and information processing, and increased probability 
of solving a higher number of cases in limited amounts 
of time.

Following the above research efforts, the present study 
aims to explore the current applications of AI in Mobile 
Forensics and the corresponding solutions it provides 
to the challenges that investigators face, as well as indi-
cating particularly useful AI research topics that would 
benefit the field in the long term.

Regarding the structure of the paper, section 2 pro-
vides an examination of the current status of mobile 
forensics as a subfield of digital forensics and the as-
sociations with cloud forensics, network forensics and 
the domain of IoT. Section 3 inspects the most im-
portant challenges that mobile forensics investigators 
face in the examination of cases, whereas section 4 
presents AI tools and solutions available at the present 
time for mobile forensic investigations in conjunction 
with legal issues related to their practice in Digital Fo-
rensics, as well as an overview of the main evaluation 
metrics for AI classification models. Finally, conclusions 
and recommendations for future work are presented 
in Section 5.

Mobile Investigations and Digital 
Forensics

Links between mobile investigations and Digital 
Forensics field
Digital forensics has grown rapidly due in part to the 
increase in mobile devices (Harrill & Mislan, 2007). Fo-
rensic investigators face numerous challenges dealing 
with digital evidence obtained from mobile devices, 

https://markets.businessinsider.com/news/stocks/digital-forensics-market-global-forecast-to-2022-1018885400
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which are correlated with several other branches of the 
field, such as Computer Forensics, IoT Forensics, Cloud 
Forensics and Big Data Forensics. The efforts to exam-
ine mobile devices originated from traditional digital 
forensic techniques, but, along the way, new, specialist 
tools, commercial and open-source, have been devel-
oped to provide solutions and automation in the ex-
traction, examination and analysis of mobile device 
data.

In the modern world of competition new mobile de-
vice manufacturers are coming into the market every 

3 https://www.ibm.com/cloud/learn/what-is-mobile-cloud-computing.

day with the same operating system but with their 
own variations, in their implementation, resulting in 
a myriad of file system and structural permutations 
(Roy, Khanna & Aneja, 2016). Meanwhile, mobile devic-
es receive data from many sources, such as computers, 
cloud servers, social media platforms, network com-
ponents, drones, smart vehicles, wireless cameras and 
smart home devices, as illustrated in Figure 1, while 
new technologies come into existence and are inte-
grated into this diverse ecosystem with the progres-
sion of science and industry.

Figure 1. Mobile Phones and Data Sources

Cloud Computing
Mobile cloud computing uses cloud computing to 
deliver applications to mobile devices3 and bring rich 
computational resources to mobile users, network op-
erators, as well as cloud computing providers (Khan et 
al. 2014). The technology offers many advantages to 
mobile device users, such as flexibility in the transmis-
sion of information and the creation of applications, 
device and location independence, resource sharing 
among multiple users which results in increased pro-
ductivity, as well as easier maintenance and advanced 

security. With regards to mobile forensic investigations, 
cloud computing provides large amounts of data that 
can be utilized by examiners to discover valuable arti-
facts for criminal cases.

In a study done by IDC, it is expected that by 2025 
we will have more than 175 zettabytes of data (Rein-
sel, Gantz & Rydning, 2017). In addition to the ever-in-
creasing need for data storage services, the availability 
of high-capacity networks, low-cost computers and 
storage devices, as well as the widespread adoption 

https://www.ibm.com/cloud/learn/what-is-mobile-cloud-computing
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of hardware virtualization, service-oriented architec-
ture and autonomic and utility computing has led to 
growth in cloud computing (Soric, 2021).

According to Forbes Contributor Louis Columbus 
(2014), a key point from an IBM study was that “Cloud 
computing has rapidly accelerated from 30% of Chief 
Information Officers (CIOs) mentioning it as a crucial 
technology for customer engagement in 2009 to 64% 
in 2014”.

Other than the three standard models of cloud com-
puting, Infrastructure as a Service (IaaS), Platform as 
a Service (PaaS) and Software as a Service (SaaS)4, a rel-
atively recent model in cloud computing is the Mobile 
backend as a Service model (MBaaS). This model pro-
vides web app and mobile app developers with a way 
to link their applications to cloud storage and cloud 
computing services5. Trends indicate that these ser-
vices are gaining significant mainstream traction with 
enterprise consumers (Boyd, 2014). Taking into consid-
eration the afore-mentioned models of Cloud Com-
puting, we can understand that it is closely related to 

4 The NIST Definition of Cloud Computing, SP800-145, September 2011.

5 https://en.wikipedia.org/wiki/Cloud_computing#Mobile_%22backend%22_as_a_service_(MBaaS)

6 See IoT Forensics, eForensics Magazine 2019, 8 (6), p. 37.

mobile technology and therefore the advancements in 
the field are of great interest to forensic investigators.

Internet of Things
The Internet of Things (IoT) describes the network of 
physical objects that are embedded with sensors, soft-
ware and other technologies for the purpose of con-
necting and exchanging data with other devices and 
systems over the internet (Boyd, 2014). It is particularly 
important for mobile forensic examiners, as IoT devic-
es generate high-quality artifacts that can be critical 
to the outcome of mobile forensic examinations and 
serve as important evidence in a court of law.

Internet of Things includes multiple different catego-
ries, such as Wireless Sensor Networks, use of mobile 
phones to interact with the real world (e.g. sensing), 
devices that connect via Bluetooth enabled mobile 
phones to the Internet, connected homes & connect-
ed Cars, RFID enabled tracking, low power embedded 
systems and Internet-connected wearables6. IoT utiliz-
es many connectivity methods and technologies, the 
most important of which are presented in Figure 2 be-
low:

Figure 2. IoT Connectivity Methods and Technologies

6 
 

 

Figure 1. IoT Connectivity Methods and Technologies 

Through the usage of these technologies, the IoT environment is deeply 
interconnected with smartphones and the respective applications, which are used for 
communication between devices and transmission of data. Besides, the IoT's major 
significant trend in recent years is the explosive growth of devices connected and 
controlled by the Internet (Nordrum, 2016). By the definition of the IoT ecosystem, as 
well as the respective connectivity methods and technologies involved, we can infer 
that the Internet of Things is deeply connected to recent technology advancements 
and that, alongside Cloud Computing and Storage, it is of particular importance for 
the field of Mobile Forensics. 

Big Data 
Due to the conjunction of Big Data with Information Technology, Cloud computing 
and the IoT ecosystem, it is a particularly important research subject in the domain of 
Digital Forensics. Big data sets come with algorithmic challenges that previously did 
not exist. Hence, there is seen by some to be a need to fundamentally change the 
processing ways (Sejdić, 2014). In addition, the ability of Internet of Things devices 
to gather sensory data and utilize them in everyday activities in modern society, along 
with the fact that data extracted from these devices reveal the device inter-
connectivity, suggests that further exploring Artificial Intelligence and Big Data 
principles in the context of Internet of Things forensics could provide significant 
solutions to many challenges in the field of Mobile Forensics and Digital Forensics in 
general. A representation of the correlations indicated above is provided in Figure 3. 
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Through the usage of these technologies, the IoT en-
vironment is deeply interconnected with smartphones 
and the respective applications, which are used for 
communication between devices and transmission of 
data. Besides, the IoT’s major significant trend in recent 
years is the explosive growth of devices connected 
and controlled by the Internet (Nordrum, 2016). By the 
definition of the IoT ecosystem, as well as the respec-
tive connectivity methods and technologies involved, 
we can infer that the Internet of Things is deeply con-
nected to recent technology advancements and that, 
alongside Cloud Computing and Storage, it is of par-
ticular importance for the field of Mobile Forensics.

Big Data
Due to the conjunction of Big Data with Information 
Technology, Cloud computing and the IoT ecosystem, 

it is a particularly important research subject in the do-
main of Digital Forensics. Big data sets come with algo-
rithmic challenges that previously did not exist. Hence, 
there is seen by some to be a need to fundamentally 
change the processing ways (Sejdić, 2014). In addi-
tion, the ability of Internet of Things devices to gather 
sensory data and utilize them in everyday activities in 
modern society, along with the fact that data extract-
ed from these devices reveal the device inter-connec-
tivity, suggests that further exploring Artificial Intelli-
gence and Big Data principles in the context of Internet 
of Things forensics could provide significant solutions 
to many challenges in the field of Mobile Forensics and 
Digital Forensics in general. A representation of the 
correlations indicated above is provided in Figure 3.

Figure 3. Big Data correlations with Mobile Forensic Investigations

Mobile devices play a key role as a terminal point of 
computer communication systems, collecting data 
from a variety of different sources and exist as most 
significant factors in criminal investigations. From the 
analysis of the current status of Mobile Forensics, we 
can conclude that it is affiliated with all aspects of Dig-
ital Forensics, most notably with Cloud Forensics, IoT 
and Big Data Forensics.

Issues in Mobile Forensics

Mobile forensics incorporates many different, but in-
herently interconnected, sub-branches of modern 
science. Forensic specialists need to navigate into this 
multidisciplinary field and make use of effective and ef-
ficient modern techniques to successfully combat ever 
more sophisticated crime. While the number and indi-
vidual importance of challenges that mobile forensic 
experts face on a daily basis, may vary, there are some 
issues that every professional in the field has come 
across to a certain degree. The most important ones 
from a practitioner’s perspective are analyzed below.
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Volume of data
The volume of data and complexity of investigation 
are among the major issues in Mobile Forensics (Alzaa-
bi, Jones & Martin, 2013). Gartner Glossary defines big 
data as high-volume, high-velocity and/or high-varie-
ty information assets that demand cost-effective, in-
novative forms of information processing that enable 
enhanced insight, decision making, and process auto-
mation7. Big Data requires a new generation of tech-
nologies and architectures, designed to efficiently ex-
tract value from very large volumes of a wide variety of 
data, by enabling high-velocity capture, discovery and/
or analysis (Gantz & Reinsel, 2011).

Therefore, one of the main characteristics of Big Data 
is Volume, which refers to the amount of data that is 
available for processing. If the size of data is sufficient-
ly large, then it can be considered as Big Data. Even 
though in most cases the concept is approximate and 
relative to many factors, such as computing power and 
available technology, the effects on mobile investiga-
tions have become apparent in recent years.

In the context of mobile forensics, the meaning and 
value of the data volume to be examined and analyz-
ed is inherently interconnected to the requirement for 
fast, efficient procedures and techniques, as well as ac-
curate and concrete results. Hence the solutions to this 
problem need to account for the legal timeframes and 
the information flow in a criminal investigation.

Cloud services further exacerbate this challenge for 
forensic investigators, as there are multiple issues cre-
ated by the widespread adoption of this technology, 
such as the rapidly increasing storage space available 
and the sheer amount of data transmissions for mo-
bile device users. Other relevant factors contributing to 
the issue are preserving the chain of custody, resolving 
jurisdiction problems, overriding encryption technolo-
gies, the lack of log framework for many Cloud Service 
Providers, as well as the lack of cloud specific forensic 
tools.

Variety and variability of data
Big Data examination incorporates both structured 
and unstructured data processing, which are funda-
mental to the case analysis by the digital evidence 
examiner. When discussing structured data, it is usu-

7 https://www.gartner.com/en/information-technology/glossary/big-data

8 https://www.msab.com/blog/big-data-in-digital-forensics-the-challenges-impact-and-solutions/

ally referred to data that has a defined known struc-
ture. This could be numbers, dates, groups of words or 
strings accessed within the storage medium. It is data 
regularly tapped into during an investigation and gen-
erally stored in database files8.

Unstructured data is information that either does not 
have a pre-defined data model or cannot be struc-
tured in an orderly fashion (such as in ordered rows 
and columns as found in databases). Unstructured data 
can include text in all forms, emails, video, audio files, 
web pages and social media.

One of the main contributors to the variety and vari-
ability of data in mobile forensic investigations is the 
IoT ecosystem. IoT devices can be an important source 
of artefacts for forensic investigations, but they pose 
several challenges for forensic examiners. The most 
important ones are data storage, data format, the di-
versity of IoT devices, as well as the support for these 
devices by current digital evidence software.

Collection, examination and analysis of data in an IoT 
environment becomes difficult as some of the device 
data is stored on the provider’s cloud platforms, which 
may also be located in another country. Accessing the 
data for an investigation can be an issue if the cloud 
stored data is in another jurisdiction, privacy issues are 
not carefully considered, and maybe subject to secu-
rity measures (Quick & Choo, 2018), which aggravates 
the complexity of an investigation, in combination 
with the ever-expanding storage space size.

Furthermore, within the IoT environment, evidence can 
be extracted from sensors and appliances, of which 
most of the data can be unstructured. To add to that, 
proprietary data formats, protocols, and physical inter-
faces all complicate the process of evidence extraction 
(Miorandi et al., 2012). The variety of data formats also 
makes it difficult to define a standardized approach to 
extracting and analyzing, as some devices may require 
specific approaches.

Then there is a challenge that evidence needs to be ex-
tracted from a wide range of IoT devices, such as smart 
refrigerators, smart watches and wireless cameras. In 
their study, Yaqoob et al. (2019) consider various broad 
groupings of IoT devices with a view to constructing 
an IoT digital forensics taxonomy. Their groupings are 

https://www.gartner.com/en/information-technology/glossary/big-data
https://www.msab.com/blog/big-data-in-digital-forensics-the-challenges-impact-and-solutions/
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smart home, smart vehicles, smartphones, drones, Bit-
Torrent Sync peer-to-peer cloud storage service, and 
general IoT systems. They then go onto elucidate the 
taxonomy: 1) forensics phases, 2) enablers, 3) networks, 
4) sources of evidence, 5) investigation modes, 6) fo-
rensics models, 7) forensics layers, 8) forensics tools, 
and 9) forensics data processing.

Extracting information from these devices becomes 
challenging as various manufacturers use different 
software platforms, operating systems, and hardware, 
leading to variation in file format of the devices. Thus, 
proper retrieval of artefacts from the storage devices 
still remains a challenge. Additionally, digital forensics 
tools and technologies are meant for conventional 
computing and are incapable of fitting forensic analy-
sis within the IoT environment.

The challenges detailed in this section are derived from 
fields directly correlated with mobile forensics and sig-
nificantly affect the work of forensic experts. While 
these issues became apparent with the conception of 
the corresponding branches of Digital Forensics, the 
evolution of mobile phones and the rapid advance-

9 https://en.wikipedia.org/wiki/Digital_forensics.

ments in related cutting-edge technology make the 
discussion over possible solutions more relevant than 
ever before. The following section features the tools 
that Artificial Intelligence provides us with to address 
these challenges and explore the current status of the 
AI related technologies in the field of mobile forensics.

Mobile Forensics and AI Solutions

Current tools
Artificial Intelligence has the potential for providing the 
necessary expertise and helps in the standardization, 
management and exchange of a large amount of data, 
information and knowledge in the forensic domain9. In 
the process of addressing the most important issues 
that we have examined, in the context of Big Data and 
the associated fields and domains of Forensic Science, 
AI could provide significant, efficient and effective 
solutions. Important Artificial Intelligence domains that 
are utilized in Mobile Forensic investigations are de-
picted in Figure 4 below.

Figure 4. Artificial Intelligence Domains in Mobile Forensics

Applications of AI in the Digital Forensics domain have 
already been present in research, such as the use of 
MADIK, a Multi-Agent System to assist the experts dur-
ing computer forensic examinations. The study point-
ed out that the combination of the reduction in the 
volume of evidence to be examined by the expert and 
the reduction in execution times obtained with the 
distributed processing of the evidence already show 

the potential of the tool and the productivity gains it 
can offer to computer forensic experts and to investi-
gators facing an ever-increasing volume of digital evi-
dence (Hoelz et al., 2008). Another AI model that uses 
machine learning techniques has been proposed by 
Platzer, Stuetz and Lindhofer (2014) in their study that 
provides a potential solution to detecting nudity or 
pornography by using, among others, an SVM (Sup-

https://en.wikipedia.org/wiki/Digital_forensics
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port Vector Machine) algorithm for the classification of 
images.

In the subject of Knowledge representation and knowl-
edge engineering, which are central to classical AI re-
search (Poole, Mackworth & Goebel 1998; Russell & 
Norvik 2010), the implementation of systems that can 
reduce human knowledge into a set of standardized 
rules would be beneficial to digital forensics practi-
tioners, as they could use the concepts and relations 
interpreted by software agents to discover more rel-
evant artifacts in the investigation of cases. A recent 
approach to the subject is the COST Action DigForASP, 
a system that aims at creating a research infrastructure 
for the application of Artificial Intelligence (AI), in par-
ticular from the area of Knowledge Representation and 
Reasoning, together with other complementary areas, 
in the field of Digital Forensics (Constantini, Lisi & Oliv-
ieri, 2019).

10 https://www.samsung.com/semiconductor/minisite/exynos/technology/ai/

By categorizing data with labels through supervised 
learning and identifying patterns in data sets via un-
supervised learning, the process gives devices the abil-
ity to help us make decisions quicker and with greater 
accuracy. With reinforcement learning methods, a pro-
cess which resembles how people and animals learn 
through trial and error, machines and devices can ex-
pand their capabilities independently without explic-
it programming10. A special part of machine learning 
algorithms, which is capable of assisting human expert 
performance and even surpassing it in certain cases, 
is Deep Learning. This class of AI systems generally re-
fers to Artificial Neural Networks and it is prominently 
featured in modern research. The main approaches of 
Machine Learning, which correspond to learning para-
digms, are outlined in Figure 5.

Figure 5. Machine Learning

Artificial Intelligence techniques that can be applied 
in digital forensics in general, as well as mobile foren-
sics in particular, include Case Based Reasoners (CBRs), 
Pattern Recognition, Knowledge Discovery, System 
Adaptation, Refinement of Knowledge and Machine 
Learning (Symbolic Learners and Sub Symbolic Learn-
ers) (Mitchell 2010). There are several commercial tools 
and forensic software that have implemented features 
related to Artificial Intelligence and Machine Learning, 
which are provided by companies such as Magnet, 
Cellebrite, Belkasoft, Grayshift, Oxygen Forensics and 
MSAB. The respective software enables image and 

video categorization in an automated way, based on 
media classification algorithms, for predetermined cat-
egories.

The available categories generally correspond to im-
portant artifacts for examiners and include, but are not 
limited to, drugs, weapons, documents, nudity, faces 
and vehicles. These features that are provided with 
mobile forensics software allow for quick sorting and 
analysis of large volumes of data, resulting in a substan-
tial improvement in examination speed and efficiency.

https://www.samsung.com/semiconductor/minisite/exynos/technology/ai/
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Technology Integration – adoption and legal 
issues
The complete integration of AI related forensic tech-
nologies has not yet happened and will be delayed in 
practice as long as AI is facing the current barriers and 
challenges. Those challenges include the lack of prop-
er regulatory framework, the general fear and absence 
of trust for the technology, promoted by inadequate 
knowledge and information for AI algorithms, as well 
as the shortage of computer systems capable of sup-
porting AI applications and features. In addition, there 
is still a lot of complexity in AI and ML algorithms and 
insufficiency of relevant datasets, which are necessary 
for machine learning.

As AI research finds its way into digital forensics appli-
cations, there are many legal issues that surface and 
create the need for reliable solutions. First of all, the 
current legal framework does not have concrete rules 
regarding the legal value and presentation of artifacts 
detected and categorized by artificial intelligence sys-
tems. Currently, any conclusions reached by artificial in-
telligence software needs to be analyzed and verified 
by human investigators, but as artificially intelligent 
software continues to become more sophisticated 
and accurate, the traditional rules might prove to be 
insufficient in the future of Digital Forensics. On a simi-
lar note, the lack of algorithmic transparency is a signif-
icant issue that is at the forefront of legal discussions on 
AI (Mitchell, 2010).

Furthermore, the protection of data privacy is a ma-
jor challenge for forensic software that offers features 
utilizing machine learning algorithms. In order to train 
models based on ML techniques, that achieve signifi-
cant scores using the available evaluation metrics, it is 
necessary to process extensive datasets of relevant fo-
rensic artifacts, such as images. While these models are 
being developed, it is vital that the techniques used for 
data processing are compliant with existing legislation 
and preserve data confidentiality and privacy.

Evaluation metrics
Special reference should be reserved for the aforemen-
tioned evaluation metrics that correspond to the ML 
models, as the related assessment would significantly 
affect the interpretability and explainability of Artificial 
Intelligence with regards to digital forensic investiga-
tions, with direct correlations to forensic reporting and 
the presentation of the evidence in a court of law. The 
most prominent one is accuracy, which refers to the 
ratio of the number of correct predictions – classifica-
tions to the total number of inputs.

Even though a high accuracy score in media classifica-
tion can provide essential benefits, the cost of misclas-
sification, whether it is a false positive or a false nega-
tive, needs to be accounted for, in order to determine 
the performance and actual contribution of the model. 
Along with total Accuracy, True Positive Rate (Sensitiv-
ity) and True Negative rate (Specificity) can be used as 
metrics to determine the model’s ability to predict the 
true positives and true negatives, respectively, for each 
available class. With high Sensitivity, a negative result 
means that an artifact probably does not belong to the 
specified category (rate of actual positives which are 
correctly identified), while with high Specificity a pos-
itive result means that an artifact probably belongs to 
the specified category (rate of actual negatives which 
are correctly identified).

Additionally, the confusion matrix is a two-dimensional 
matrix that visualizes the performance of a model and 
can be used for a complete demonstration of the out-
put results and the explanation of the conclusions, by 
providing a picture of interrelation between different 
categories. A confusion matrix example for an image 
classification of five random image categories (Class 
1 – Class 5) is displayed in Figure 6. Each row represents 
a number of the actual or True class and each column 
represents a number of the predicted class.
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Figure 6. Confusion Matrix

The confusion matrix is a table that provides the com-
binations of actual and predicted values for a certain 
category and includes the True Positives, True Nega-
tives, False Positives and False Negatives of a classifica-
tion instance, which can be used to discover further 
information about the model’s effectiveness. These 
values can be used to calculate Precision and Recall 
(same as sensitivity), as well as the F1 score, which are 
also useful evaluation metrics that can offer important 
insights into the performance of the algorithms. Preci-
sion is the number of positive predictions that actually 
belong to the positive class and Recall is the number 
of positive predictions out of all positive instances in 
the data. Higher precision values mean that the model 
returns more relevant than irrelevant results and higher 
recall values mean that the model returns most of the 
relevant results for a specified category. In addition, F1 
score is calculated using the values of precision and 
recall, as the harmonic mean of these metrics, provid-
ing a balance between them. All the afore mentioned 
metrics can be used in determining the efficacy and 
usefulness of a model in classification problems, which 
are prevalent in Mobile Forensics cases. It should be 
noted that the impact of the evaluation metrics is case 
dependent, and the appropriate usage is vital for the 
implementation of a transparent and scientifically ac-
curate forensic examination framework.

Conclusion

Artificial Intelligence has become a prominent feature 
in our lives, with intelligent machines affecting many 
scientific fields, business environments and everyday 
life. With the ongoing research showing potential in 
providing significant solutions in important challeng-
es of our time, the arrival and establishment of AI and 
Machine Learning techniques in the field of Mobile Fo-
rensics seems inevitable and it could revolutionize the 
practice of digital forensics investigations.

In this paper we have shown that there are already 
readily available solutions in the market relevant to the 
advancements in AI technology and that many prom-
ising projects are also in progress. The breakthroughs 
in Artificial intelligence have prompted optimism and 
further interest from commercial and scientific entities 
and organizations, but legal issues should be taken into 
consideration and regulatory measures should be put 
in place in order to utilize the benefits of the research 
with respect to legal proceedings, while protecting the 
individual rights and privacy of the people. The rapid 
advancements in Mobile Networks, Cloud Computing, 
Internet of Things and Big Data technologies indicate 
that a new era in Digital and Mobile Forensics is en-
tering, so the potential and the concerns regarding 
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Artificial Intelligence should be examined as soon as 
possible.

The review of the current status of Mobile Forensics, 
the major challenges and the solutions currently pro-
vided for digital forensics investigators indicates the 
following areas as recommendation for future research.

Research into the automated recognition of patterns 
and regularities in data and implementation of reliable 
solutions in forensic software would be very advanta-
geous for analysts. Topics could include optical charac-
ter recognition, image classification, text classification 
and data clustering.

In addition, advancements in link analysis could be val-
uable, since it can be used by machine learning foren-
sics to discover the content and structure of a body of 
information by transferring the information into a set 
of interconnected entities or objects that are linked 
together (Qadir & Valor, 2020). Through this technique, 
digital forensic investigators can reveal associations 
between individuals, associations between individu-
als and organizations, as well as associations between 
a place and an individual (Mena, 2003). Furthermore, 
improvements into the accuracy of image and video 
classification would be very beneficial for the field of 
Mobile Forensics.

The domain of Digital Forensics could be substantially 
benefited by research and development regarding the 

capability of forensic software to read and understand 
human language. The acquisition of knowledge direct-
ly from human created artifacts could lead to faster 
classification and importance evaluation of data during 
the examination and analysis of digital evidence. For 
example, word clustering can be achieved from emails, 
call site transcripts, instant messages, website forms, 
chats, phone calls and texts (Mena, 2016).

Specialized software that is publicly accessible and re-
flects the culmination of a problem-solving initiative in 
a scientific domain could help reduce the severity of 
the issues negatively affecting the current state of Mo-
bile Forensics. Open-source tools with AI capabilities 
can provide examiners with problem-specific solutions 
in a number of highly technical cases, where available 
software might prove to be insufficient. Raising aware-
ness of the importance of the development and adop-
tion of such tools should therefore be at the forefront 
of the mobile forensics’ community.

The international standards for forensic sciences and 
related scientific methods are essential for the credi-
bility and transparency of evidence and legal prosecu-
tion of cases. As Artificial Intelligence claims a bigger 
and more significant role in the forensic examination 
of mobile devices, the conception and application of 
new concrete standards and legal procedures, accept-
ed by the scientific community and applied by Foren-
sic Institutes and Law Enforcement Agencies should be 
considered as developments of utmost importance.
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Abstract
The recent technological developments have granted citizens worldwide access to the Internet, including in 
handheld devices, and offered them new communication possibilities. Nevertheless, they have also exposed 
them to more cybernetic attacks, as criminals gained new opportunities for cybercriminal practice. The (per-
ceived) increase in the number of cyberattacks faces Law Enforcement with two major challenges: firstly, the high-
er the volume of cyberattacks, the harder it is to dedicate the necessary resources, including human, to fight them; 
secondly, the range of sophisticated stealth technologies used by cybercriminals to remain anonymous online 
hamper the work of the forces. This paper argues that, since (cyber)criminals use language to communicate, their 
anonymisation can be undermined by the language that they use because language use is idiosyncratic, so each 
speaker makes a particular use of their language (Coulthard, 2004). This is enabled by Forensic Linguistics, which 
can be broadly defined as the application of linguistic analyses in legal or Law Enforcement contexts. This article 
presents two illustrative cases of cybercrime to show the potential of the forensic linguistic analysis. The first is the 
case of an anonymous set of text messages spreading defamatory contents, whose linguistic analysis enabled the 
sociolinguistic profiling of the author, and hence narrow down the pool of suspects. The second presents a cross 
border cybercriminal practice: fraudulent and deceptive messages sent to citizens for purposes of extortion. The 
article concludes by discussing the potential of the linguistic analyses in the fight against (cyber)-crime, and mak-
ing recommendations for Law Enforcement.

Keywords: cybercrime, threatening language, darkweb, anonymity, investigative linguistics

Introduction

Over the last decades, the world has witnessed un-
precedented technological developments that have, 
among others, granted citizens worldwide immediate 
access to the Internet, including in handheld devices. 
As a result, new communication possibilities emerged, 
with obvious advantages for users, who have gained 

immediate access to information; additionally, anyone, 
virtually anywhere, has been granted the power to 
post, share or comment on anything at any time. As 
they grew more acquainted with technology, users 
have gained a more prominent participatory role in 
society. Nevertheless, the new possibilities offered by 
technology have also exposed citizens to more cyber-
netic attacks, i.e. cybercrime.

mailto:rssilva@letras.up.pt
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Cybercrime is a borderless issue that can be classified 
in three broad definitions: (a) crimes specific to the in-
ternet, such as attacks against information systems or 
phishing (e.g. fake bank websites to solicit passwords 
enabling access to victims’ bank accounts); (b) online 
fraud and forgery: large-scale fraud that can be com-
mitted online through instruments e.g. identity theft, 
phishing, spam and malicious code; and (c) illegal 
online content, including child sexual abuse material, 
incitement to racial hatred, incitement to terrorist acts 
and glorification of violence, terrorism, racism and xen-
ophobia2.

The overall preparedness of the users for the current 
technologically connected world was tested over the 
last two years, when, due to the COVID-19 pandemic, 
the world went massively on lockdown, and people 
everywhere had to quickly adapt to living a significant 
part of their lives online; office work was replaced to 
a large extent by telework, in-person education gave 
way to online learning and teaching, online meetings 
replaced face-to-face meetings, and shopping was su-
perseded by online shopping. Leading online lives was 
a way of mitigating at least part of the negative impact 
of the pandemic. The sudden move from in-person to 
online daily activities came at a cost: the massive use of 
online platforms put a strain on technological systems 
and infrastructure, which were not ready for the boom 
of users; hardware often failed to meet the increasing-
ly demanding needs of users; and software revealed 
vulnerabilities that were previously unimaginable. Si-
multaneously, social practices had to be adapted and 
adjusted to meet the requirements of the so-called 
‘new normal’. This was not problematic for digital na-
tives and tech-savvy users, and digital immigrants, 
who were expected to struggle to adapt, appear to 
have coped surprisingly well with this technological 
leap. This readiness was only apparent, because, under 
the surface, they remained digital immigrants whose 
self-perceived competences left them vulnerable to 
criminals, who in turn found in this new scenario un-
precedented opportunities for cybercriminal practice. 
Cybercrime thus became more evident, by attracting 
the public and the media attention.

As a result of the growing number of cyberattacks, and 
of their diverse nature, Law Enforcement is faced with 
two major challenges. Firstly, the higher the volume of 
cyberattacks, the harder it is for Law Enforcement to 
dedicate the necessary resources (including human) 

2 See for further reference the website of the EU Commission at https://ec.europa.eu/home-affairs/cybercrime_en.

to fight them. Additionally, as the volume of cyber-
crimes increases, so does the diversity and variety of 
such crimes, which in turn demands a constant realign-
ment of Law Enforcement. Secondly, the range of so-
phisticated stealth and obfuscation technologies used 
by cybercriminals to help them remain anonymous 
online have a serious negative impact on the work of 
Law Enforcement. In extreme cases, where highly so-
phisticated means are used to cover for any traces of 
their online crimes, the positive identification of those 
criminals may be very hard, even nearly impossible; in 
other cases, access to crucial data – including metada-
ta – may be barred by data holders, such as big techs, 
or even by the Law, leaving the forces with very little 
tangible data to investigate (cyber)crimes. Hence, 
granting legal access to data is essential to investigate 
cases of cybercrime.

An often-underestimated type of such data is lan-
guage. As previously argued (Sousa-Silva, 2017), despite 
their anonymisation efforts, in a significant proportion 
of crimes (cyber)criminals resort to communication, 
and consequently use language in their criminal prac-
tice to communicate with victims, fellow criminals, or 
others. By doing so, they ignore the potential of lan-
guage data to identify them (just like, metaphorically 
speaking, a ‘linguistic fingerprint’). Indeed, as has been 
theoretically and empirically demonstrated, use of lan-
guage is idiosyncratic, so every speaker of a language 
has a particular way of speaking and writing that dis-
tinguishes them from other speakers of the same lan-
guage(s) (Coulthard, 2004). This field, which is known as 
forensic authorship analysis, is one of the many differ-
ent applications of forensic linguistics.

The potential of forensic linguistic 
analysis for law enforcement

Language, which can be briefly defined as the system 
that humans have developed and use to communicate, 
is at the basis of the field of scientific enquiry known 
as Linguistics: the science that studies language struc-
tures and its use (see e.g. Finegan, 2008). 

Linguistics as a (forensic) science has been victim of 
two mistaken assumptions. The first is that, because 
language is a social science, linguistics is often accused 
of being ‘subjective’ and lacking the validity and relia-
bility criteria required by science, which prevents con-

https://ec.europa.eu/home-affairs/cybercrime_en
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clusions to be measured and quantified, and error rates 
to be known. The second is that, because language is 
wrongly seen to be subjective, speakers frequently take 
themselves to be able to analyse language scientifical-
ly simply because they are native speakers (this fallacy 
is sometimes phrased as ‘I could call upon the exper-
tise of a linguist, but why would I need one if I can also 
read and write’?). Both these assumptions are obvious-
ly wrong; linguistics is indeed a science, it is objective, 
and it is bound by principles of validity and reliability, in 
much the same way as any other science. Additionally, 
although it is still very hard – if possible – to establish 
a known error rate, linguistic patterns can be meas-
ured and quantified, if the volume of data so permits. 
Moreover, no matter how proficient a native speaker of 
a language may be, their competence cannot compare 
to that of linguists, who have a deep knowledge of lan-
guage acquisition and language structures, as well as 
of how language is used, depending on purposes, par-
ticipants, contexts, etc. It is this knowledge of linguis-
tics that is at the basis of Forensic linguistics.

Linguistics can be approached from two main per-
spectives: a theoretical, which seeks to provide expla-
nations for observable or possible linguistic phenom-
ena; and an applied perspective, which focuses on 
language use in social interaction. Forensic linguistics 
is part of the latter, i.e., it is the branch of applied lin-
guistics that consists of applying theories, knowledge 
and expertise of language sciences in forensic contexts 
(see e.g. Coulthard & Sousa-Silva, 2016) – whether to as-
sist the courts of law, the investigative process or other 
issues that are of interest to the ‘forum’ in the tradition-
al sense (i.e., the society in general (Turell, 2013)). Foren-
sic Linguistic can thus be defined in a broad sense and 
in a narrow sense. In a broad sense, it subsumes three 
sub-areas: the study of the written language of the 
law, including interpretation of the language used in 
legal texts, such as laws and contracts, or the compre-
hensibility of legal language; the study of interaction 
in the legal process, which, in criminal cases, may in-
clude communications from phone calls to the police 
or to the emergency services, as well as police inter-

rogation and interviewing, or interaction in a court of 
law; and the study of language as evidence (Coulthard, 
May, & Sousa-Silva, 2021), which includes, among oth-
ers, authorship analysis (to establish which of a set of 
suspects is the most likely author of an incriminating 
anonymous text, or whether a suspect can be exclud-
ed as the author of that text), plagiarism detection and 
analysis (to help establish whether a text has been pro-
duced independently, and hence is original, or wheth-
er it was based on someone else’s text), analysis of dis-
puted meanings (in order to establish the more likely 
meaning of a disputed utterance), or sociolinguistic 
profiling (in order to establish the sociolinguistic fea-
tures of the author of a suspect text). In a narrow sense, 
Forensic Linguistics is limited to the latter application, 
i.e., the study of language as evidence, including as an 
assistance to the investigation.

In the following two sections, two cases of cybercrime 
that illustrate the potential of the forensic linguistic 
analysis to uncover (cyber)criminal activities are pre-
sented and discussed, which are relevant for law en-
forcement. The first is the case of an anonymous set of 
text messages spreading defamatory contents, whose 
linguistic analysis enabled the investigation to estab-
lish the sociolinguistic profiling of the author, and con-
sequently to narrow down the pool of suspects. The 
second case discusses a cross border cybercriminal 
practice: fraudulent and deceptive messages sent to 
citizens for purposes of extortion.

Establishing the sociolinguistic profiling 
of suspects

The first case in point is one of cyber-stalking. A set of 
anonymous text messages were sent from a pre-paid, 
unregistered mobile phone number spreading defam-
atory contents; they stated that a man (Marco) was HIV 
positive. An anonymous handwritten note (see Figure 
1) was also circulated, reading that he and a woman 
he’d been seeing were ‘spreading the disease.’
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Figure 1: Handwritten anonymous message.

The complexity of the case was furthered by the fact 
that, if there were suspects, a set of texts known to 
have been written by each of them could be collected 
and compared to the suspect texts; safe assumptions 
could then be made as to whether the writing style of 
any of the suspects matched the writing style of the 
anonymous texts, as is common in authorship analysis 
tasks. However, since there were no suspects, no texts 
were available for comparison. Therefore, at best the 
investigation could try and establish the sociolinguistic 
profiling of the anonymous author(s) to narrow down 
the pool of suspects. Typically, sociolinguistic profiling 
(Coulthard & Sousa-Silva, 2016), which should not be 
confused with psychological profiling, is requested 
when the investigators do not have strong hypothe-
ses about the identity of the author(s) of the suspect 
texts. The linguist is asked to find linguistic clues in the 
text that help establish social features of the author 
that reflect on the language used, such as age, gender, 
social and regional background, or level of education, 
among others. The purpose of sociolinguistic profil-
ing is to identify the linguistic features of the group 

3 The words ‘error’ and ‘mistake’ are used here with two distinct meanings: ‘mistake’ is used to refer to instances where an error is intro-
duced by accident (as happens, for instance, with typos), regardless of the speaker’s linguistic competence, whereas the word ‘error’ is 
used to refer to instances where those mistakes are made systematically, and hence do not result from accidental production.

(in linguistics, the sociolect) to which the anonymous 
speaker may belong, rather than the linguistic features 
of the individual speaker (in linguistics, their idiolect). In 
other words, the aim of sociolinguistic profiling is not 
to find the exact (or even the most likely author) from 
all speakers of a language.

One of the challenges forensic linguists commonly 
face is related to the amount of data available for analy-
sis. Ideally, linguists need considerable volumes of data 
to extract patterns from texts, and hence make safe as-
sumptions about the writer. However, in forensic cases, 
the volume of text for analysis is usually small. In this 
particular case, the linguistic analysis focused on three 
sets of texts: the first set consists of text messages sent 
from an unregistered phone number (448 words in 
total); the second set consists of text messages sent 
from a second unregistered phone number (122 words 
in total); and the third set consists of the handwritten 
message shown in Figure 1 (16 words). The linguist 
was thus asked two questions by the investigation: 
(1) whether the three sets of texts were written by the 
same person; and (2) if they were written by the same 
person, whether there are some clues in the text that 
enable the identification of social characteristics (soci-
olinguistic profile) of the author.

The linguistic analysis of the three sets of texts revealed 
that they are highly likely to have been written by the 
same person because they share a large number of 
atypical linguistic patterns, including: use of slang 
and swear words, lack of prepositions, lack of punc-
tuation (especially at the end of sentences), missing 
spaces between words, homophonic substitution (i.e., 
the correct spelling is replaced by how the words are 
pronounced), lack of accents in words, spelling errors3 
and lack of agreement in gender and number (in ac-
cordance with Portuguese grammar). Each of these 
patterns, individually, may not be relevant, since speak-
ers from the same speech community, and who share 
identical social backgrounds, can share particular lin-
guistic patterns, regardless of how idiosyncratic they 
may be. However, when used in combination with 
other idiosyncratic patterns, they can be highly iden-
tifying (or ‘idiolectal’, in linguistic terms), thus contrib-
uting to build the idiolectal style (Turell, 2010) of the 
writer. In this case, since the three sets of anonymous 
texts share identical linguistic features, it can be safely 



227

Forensic Linguistics: The potential of language for law enforcement in the digital age

assumed that they were written by the same person 
(even though the third set, the handwritten message, 
is very short, hence sharing fewer linguistic patterns). 
The following features, which are shared mostly by sets 
1 and 2, are particularly idiolectal and hence relevant: 
(1) use of slang and swear words (e.g., ‘merda’); (2) lack 
of agreement in number and gender (e.g. ‘as merda do’ 
or ‘dois bêbado’); homophonic substitution (e.g., ‘vo’ for 
‘vou’, ‘inferniza’ for ‘infernizar’, ‘emcomoda’ for ‘incomo-
dar’); and (3) misspelt words (e.g. ‘emcomoda’ for ‘inco-
modar’ or ‘vo te’ for ‘vou-te’).

In addition, these messages also include a unique 
phrase that is highly idiolectal: ‘homem de sida’ (lit-
erally translated into English as ‘man of aids’ to mean 
‘man with aids’). An example of a sentence where 
this phrase is used is ‘Puta paga hotel para foder com 
homem de sida’ (literally translated as ‘Bitch pays hotel 
to fuck man of aids’). This phrase, which reads odd to 
any native speaker of Portuguese, is unique: when this 
analysis was first conducted, the exact phrase ‘homem 
de sida’ did not return any hits in Google4. What makes 
this phrase so unique is the use of the preposition, ‘de’ 
(English ‘of’); although the words ‘homem’ (English 
‘man’) and ‘sida’ (English ‘aids’) tend to keep company 
to each other very often (in linguistic terms, they are 
said to collocate very frequently), the grammatically 
correct preposition to be expected is ‘com’ (English 
‘with’) and not ‘de’. However, this phrase is used several 
times in different messages across the two sets, which 
demonstrates that its use is neither accidental, nor the 
result of an odd mistake; rather, its use is systematic, 
so the use of the correct alternative is not under the 
control of the writer.

Altogether, the analysis of these linguistic patterns pro-
vides us with several sociolinguistic clues to the origin 
and social characteristics of the writer, who is highly 
likely to be a woman in her mid-20s to mid-30s, with 
a low level of education, and from a low socioeco-
nomic background. These patterns also indicate that 
the writer, most probably a black woman, originates 
from a Portuguese-speaking African country, highly 
likely, Angola. These patterns help narrow down the 
pool of suspects, by establishing that the writer prob-
ably belongs to a particular group of people, although 
they do not allow the analysis to precisely identify the 
individual writer of the questioned messages. This 

4 At the time of writing, Google only returns two results, both of which point to a book chapter where this case is mentioned to discuss 
linguistic identities.

identification is only possible after the investigation 
has narrowed down the pool of suspects to just a few 
(typically two or three) writers, and a comparison is 
made between the questioned messages and sets of 
texts that are known to have been previously written 
by each of the suspects. When such an analysis is con-
ducted, the unique phrase ‘homem de sida’ can poten-
tially be highly idiolectal, and hence discriminatory, to 
identify the individual writer.

These findings, of course, need to be interpreted with 
caution because language is fluid, and although dif-
ferent social groups tend to share stable sociolinguis-
tic patterns (see e.g. Labov, 1972), some features may 
span beyond those groups and be used by individual 
members of other groups. For this reason, sociolin-
guistic profiling is a very valuable tool for investigative 
purposes, but can hardly ever be used as evidence; for 
evidential purposes, forensic authorship analyses are 
more reliable.

Language use in cross-border 
cybercriminal practice

The previous section showed that sociolinguistic pro-
filing consists of identifying a set of features that are 
typical of a certain sociolect, i.e., characteristics that are 
shared by a group of people from the same speech 
community. From a linguistics perspective, it is thus 
common for groups of criminals to share the same so-
ciolect, that is, the same group of features. Therefore, 
an analysis identical to the one that is used for socio-
linguistic profiling can also be relevant to identify cross 
border cybercriminal practices. Unlike traditional crim-
inal practices, where criminals were, for the most part, 
geographically close, criminal groups are now expect-
ed to gather and operate cross-border. Therefore, it can 
be argued that technology has powered new, global 
forms of cybercriminal practices, which cross territories 
and jurisdictions. These practices may include, though 
not exclusively, threats, extorsion, fraud, or cybercrimes 
such as cyber-trespass, cyber-fraud, cyber-piracy, cy-
ber-porn and cyber-paedophilia, cyber-violence or 
cyber-stalking (see e.g. Wall, 2001), as well as scams, 
spoofing and phishing. Figures 2 and 3, written in 
English and in Portuguese, respectively, illustrate such 
criminal practices.
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Figure 2: Phishing email (in English).

Figure 3: Phishing email (in Portuguese).

The two emails, supposedly sent from legitimate post/
parcel services, inform the recipient that a parcel could 
not be delivered to them because the address was in-
complete (or incorrect, in the case of the email in Por-
tuguese). The similarities between the two messages, 
despite their being written in two different languages, 
are striking, both in form and in contents. The Portu-
guese message even includes a reference to the official 
post website, which makes it more credible. However, 
both emails are phishing messages: “a fraudulent elec-
tronic communication that appears to be a genuine 
message from a legitimate entity or business for the 
purpose of inducing the recipient to disclose sensitive 

personal information” (Garner, 2009, p. 1263), such as 
login details, passwords or bank details. These deceitful 
communications usually attempt to route the user to 
false websites, where they are encouraged to provide 
confidential data.

Other deceitful communications include emails appar-
ently sent from one’s own email address stating that 
the sender is in full control of the computer, after mal-
ware has been installed upon visiting adult websites. 
Figures 4, in English, and 5, in Portuguese, illustrate 
these messages.
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Figure 4: Extortion email (in English).

Figure 5: Extortion email (in Portuguese).

Communications of this type, which are attempts 
of extortion, are usually accompanied by a ‘business 
proposal’ or ‘request for payment’ and a ransom note 
stating that, if a sum is not paid (typically in crypto 
currency), then videos recorded by the sender show-

ing immoral activities will be published or sent to the 
all the recipients in the victim’s contact list. Although 
these messages are known to be fraudulent by a large 
part of the population, some users still worry that 
someone might have gained access to their computer, 
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so whether they have performed the action described 
or not is irrelevant to them; consequently, many victims 
still pay the sum demanded.

In both cases, the messages share some linguistic 
features that enable the identification of patterns of 
fraudulent and deceptive messages sent to recipients; 
in other words, a thorough forensic linguistic analysis 
allows the identification of features of language that 
enable the identification of the sociolect of the (cyber)
criminals. Fraudulent and deceptive messages of this 
type traditionally contained a vast array of errors at all 
levels of language, including grammar, spelling, and 
punctuation. Over time, however, the quality of the 
deceitful text improved, and currently these commu-
nications very rarely include serious linguistic errors. 
Nevertheless, a careful reading and analysis of the texts 
reveals inconsistencies at the levels of cohesion (i.e., the 
relationship between items in a text) and coherence 
(i.e., the relationship between the items in the text and 
the extra-textual world), as well as minor grammatical 
mistakes. For example, the sentence ‘I have gained 
a complete access to device of yours’, although un-
derstandable to any speaker of English, is clearly not 
grammatically correct: ‘a’ in ‘a complete access’ is in 
excess, while ‘to device of yours’ is missing an article 
( ‘to a device of yours’ would be more appropriate) or, 
even more appropriately, a possessive pronoun (e.g., 
‘to your device’), since the sender refers specifically to 
that same computer. Another grammatical mistake can 
be found in the sentence ‘Although all this stuff may 
seem unfamiliar to you, but let me try to explain that 
to you’: in this sentence, the use of the two conjunc-
tions (‘although’ and ‘but’, in italics) makes the sentence 
agrammatical. Examples like these abound in the texts.

It is also worth noting that the texts reveal peculiar pat-
terns at the level of syntax (i.e., in sentence structure), 
which show that they were not originally written in 
that language. For instance, the structure of the sen-
tences of the extortion text in Portuguese (Figure 5) is 
typical of English, so native speakers of the language 
(even non-linguists) will feel that the text is unidio-
matic (or unnatural). Non-speakers of Portuguese can 
test this hypothesis by machine-translating the text 
into English: the more linguistically correct is the ma-
chine-translated text (called in translation studies the 
‘target text’), the closer the syntax of the source text (in 
this case, the Portuguese) is to English; conversely, the 
more the syntax of the target text differs from English 
syntax, the more likely it is that the source text has not 

been originally produced in English (see e.g. Sousa-Sil-
va, 2013). The machine translated version, however, 
does not show major issues, which reveals that it is very 
close to English syntax.

These cases show that forensic authorship analyses, as 
well as an analysis identical to the one conducted in 
cases of sociolinguistic profiling, allows the identifica-
tion of linguistic patterns that are typical of cross-bor-
der (cyber)criminal communications.

Linguistic analysis of disputed meanings

A relevant area of research in Forensic Linguistics is the 
analysis of disputed meanings, which consists of es-
tablishing the meaning of a textual element (such as 
a word, a phrase, or a sentence), confirming or reject-
ing the meaning associated with it, or analysing its lin-
guistic uniqueness. Meanings are crucial because they 
underlie all instances of interaction among the speak-
ers of a language and work to guarantee the commu-
nication among these speakers. In forensic contexts, 
the analysis of disputed meanings includes the study 
of suspect or illegal communications, cybercriminal 
messages, defamatory contents, text that infringes the 
‘property’ of certain words (as in cases of plagiarism, 
copyright infringement or trademark disputes), as well 
as detection of hate speech and threatening messages 
(or, conversely, false threats).

Analysing disputed meanings can be problematic. 
When speakers of a language want to learn the mean-
ing of a word, they usually refer to dictionaries, as these 
are supposed to compile the meanings of all the words 
in a language. Nevertheless, dictionaries do not suf-
fice: firstly, new meanings emerge every day, either 
because new words are created, or because old words 
are re-signified (i.e., existing words can be given new 
meanings); secondly, dictionaries include the standard 
meaning(s) for words, but the precise meaning of an 
utterance can only be established in context. For in-
stance, the sentence ‘The bus was late.’ can be used 
simply to inform the reader that the bus did not arrive 
on schedule, or – if the speaker is late – operate as a jus-
tification for their being late. Therefore, lexicographic 
definitions – the ones provided in dictionaries – can be 
useful to give speakers a general idea of the meaning 
of a word, but the precise meaning of an utterance al-
ways depends on its context, including setting, partic-
ipants, purpose, etc.
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Figure 6: Disputed meaning of a threatening utterance.

Figure 6 shows an illustrative example of disputed 
meanings. The message was written on the bathroom 
wall of FLUP ( ‘Faculdade de Letras da Universidade do 
Porto’, the Faculty of Arts and Humanities of the Uni-
versity of Porto). The utterance starts with the word 
‘Beware’, thus cautioning the reader about something. 
The remaining of the message, however, is of a more 
informative nature, so most readers, when asked 
whether this utterance is a threat, will likely say it isn’t. 
This message, however, is accompanied by another 
one, shown in Figure 7:

Figure 7: Disputed meaning of a threatening utterance.

The message illustrated in Figure 6 will gain a new 
meaning after reading the message in Figure 7: that of 
a threat. In combination, the two messages state the 
intention to conduct a certain (violent) act, convey the 
belief that this act will have negative consequences 
on the recipient, and have the intention to intimidate 
(Fraser, 1998). This threat is strengthened by the choice 
of words (e.g., ‘bombs’), by the final sentence (‘It might 
happen soon.’), and by contextual information: the Fac-
ulty is geographically located in the valley of the river 

Douro, hence the reference to ‘down the slope’. This 
example shows that meanings are largely context-de-
pendent, so an appropriate analysis of disputed mean-
ings is essential, especially in investigative contexts.

Final remarks and recommendations for 
Law Enforcement

Language underlies all acts of human communication, 
including in criminal contexts, where it is crucial to in-
teract with both victims and other criminals. Linguis-
tic analysis is therefore a powerful tool in investigative 
contexts because criminals ignore that they can be 
identified by the language that they use – and even 
if they become aware of this fact, disguising one’s lan-
guage is usually not within the control of the speaker. 
Nonetheless, the power of linguistic analysis in forensic 
contexts has been underestimated, in no small part 
due to the mistaken assumption that, if we all learn 
the same language from the same books, then we 
all speak the language exactly the same; as has been 
empirically demonstrated, each speaker/writer of a lan-
guage makes an idiosyncratic use of their language – 
their own ‘idiolect,’ in linguistic terms (Coulthard, 
2004) – and that particular use is identifying. Therefore, 
this article strongly argues that linguistic analysis is cru-
cial when investigating criminal activities, in general, 
and cybercriminal practices in particular, including: 
acts of cyber-violence; defamation; cyber-threats; dis-
semination of dangerous material; online harassment, 
cyber-bullying, cyber-stalking, or sexting; cyber-terror-
ism; hate speech; copyright infringement and piracy; 
and child pornography. 

Despite its relevance for investigative purposes, re-
search in forensic linguistics is frequently limited by 
access to data, and consequently insufficiently studied; 
in academic contexts, researchers can investigate and 
explore hypotheses using ordinary, naturally occurring 
data, so that the methods and techniques developed 
can later be used in forensic cases, if necessary. Ideally, 
however, such methods will be more reliable if devel-
oped and tested on real forensic data.

This article therefore concludes by making some rec-
ommendations for law enforcement: the first is that 
qualified forensic linguistics scholars are usually open 
to research collaboration with the forces, so police in-
vestigation, too, can take advantage of such research. 
This collaboration can start, for instance, by sharing fo-
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rensic data for analysis. Notwithstanding the fact that 
there are often access restrictions, including legal, to 
real forensic data, gains for the forces are potentially 
significant if authorisation is cleared.

My second recommendation is related to training: law 
enforcement officers do not usually have in-depth 
training in forensic linguistic analysis, and neither are 
all of them expected to further their knowledge in the 
short run; instead, cooperation with forensic linguistics 
scholars to provide expertise in the field to assist with 
real cases can be coupled with the offer of training 
activities for the forces, so as to allow officers to gain 
at least some basic knowledge of the relevance of lin-
guistic analysis in forensic contexts.

In the future, technology will be increasingly integrat-
ed with human communication, which means that the 

boundaries between crime and cybercrime will tend 
to fade; therefore, language (and its analysis) will play 
a core role in the fight against crime. This is the future 
of digital age, so may law enforcement be ready for it.
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Abstract
The outbreak of COVID-19 caused a parallel contagion which affected the sphere of information called info-
demic. Social media as a popular communication channel, enhanced the phenomenon of misinformation caus-
ing multidimensional effects both in societal and individual level. Twitter as a web forum, host various types 
of false content that either deliberately or unintentionally were posted from experts, politicians or civilians. 
This democratized environment may offer the opportunity of opinion exchange but can maximize the conse-
quences of misinformation. Conspiracy theories, false therapies and dystopian future prediction monopolized 
Twitters daily activity highlighting the need of a supervisory mechanism which would eliminate such content. 
In this paper, Machine learning techniques are implemented in order to detect fake COVID-19 related content. For 
this purpose, algorithms of Natural Language Processing (NLP) are utilized. 
The data used to train the algorithms are derived from a publicly accessible dataset that contains tweets related 
to the current pandemic and were published in Greek language. These tweets were classified and annotated in 
three categories, true, irrelevant, or false. Once a sufficient number of data has been annotated, the most common 
words are visualized through word clouds for each category. In addition, a set of linguistic and morphological fea-
tures were extracted from them by applying methods of converting texts into vectors, as well as features related 
to the subjectivity of the tweets’ texts.

Keywords: COVID-19, Social Media, Misinformation, Fake news, Machine Learning

Introduction

One of the most popular hashtags in 2020 on Twitter 
was #covid19. However, with the emergence of the 
COVID-19 pandemic, political and medical misinforma-
tion has grown rapidly, creating consequences that can 
actually exacerbate the spread of the epidemic itself. 
Conspiracy theories, pseudo-scientific treatments and 
lawsuits are just two indicative categories of misinfor-
mation and fake news that have found fertile ground 

due to the evolving situation. This pandemic of misin-
formation could not leave our country unaffected.

Given the dangers of spreading fake news, it is essential 
to address the phenomenon in a timely manner. How-
ever, with knowledge of how information is dissemi-
nated on a social network such as Twitter, patterns and 
potentially malicious activities aimed at misleading us-
ers can be detected. Computer science and Machine 
Learning are proving to be well suited for this purpose. 
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By utilising Machine Learning methods in the effort to 
detect fake news, the process can be automated, re-
ducing the time required in the effort to control infor-
mation to detect fake news but also helping to stop 
its spread.

The aim of this paper is to investigate the automated 
categorization of Tweets published on the Twitter plat-
form, which are written in Greek and have as their the-
matic content the pandemic of COVID-19 and its evolu-
tion. The categorization is based on the computation of 
a set of morphological, semantic, PoS (Part of Speech) 
and statistical features, which are obtained by applying 
advanced NLP (NaturalLanguageProcessing) techniques 
to the text of the tweets. The categories into which it is 
desirable for tweets to be classified are derived based 
on the validity of their content i.e. whether they con-
tain true, false or irrelevant information in relation to the 
pandemic. The automatic classification of tweets based 
on these characteristics is investigated through the ap-
plication of Machine Learning algorithms.

The contribution of this work lies in the fact that for 
the first time, as far as we know, an attempt is made to 
detect false news and automatically categorize news 
originating from tweets written in Greek concerning 
the COVID-19 pandemic. Our language makes such an 
analysis a challenging task, which is why related work 
is quite difficult to come across. Also, in order to speed 
up the research, a web-based tool was built which ena-
bles the mass categorization of tweets. This tool makes 
the process of tagging tweets for a volunteer easier 
and more manageable and also brings about the ac-
celeration of the pace of the process. In addition, the 
morphological and semantic features extracted are 
added features which are obtained by applying the 
TF-IDF method to the dataset. This addition adds new 
information that other implementations have not been 
taken into account.

Literature review

Many researches have been conducted focusing on 
the issue of the automatic categorization of fake con-
tent. A lot of them present the challenges that the spe-
cific scientific field is facing regarding the implementa-
tion of the NLP. These challenges are connected with 
the mining and processing of datasets and the perfor-
mances of the models (ShuKai et al., 2017) και (Oshika-
wa, Qian & Wang, 2018). Buntain and Golbeck (2017) 
used Twitter in order to detect fake news trying at the 

same time to identify the most important character-
istics that compile the picture of fake news. There are 
many initiative that attempted to evaluate the trust-
worthiness of a particular tweet (Qazvinian et al., 2011) 
or a user (Kang, O’Donovan & Höllerer, 2012), while oth-
ers have focused more on temporal reputation propa-
gation dynamics (Kwon et al., 2013). Zervopoulos et al. 
(2020) approached the problem of automatic text cat-
egorization regarding valid and invalid news based on 
Twitter platform and concerning protests in the Hong 
Kong region. The authors of the specific work imple-
mented various Machine Learning (ML) algorithms re-
gardless the language of the Twitter post.

Another issue that NLP works have to overcome is 
the labelling processes that are followed. Labeling 
is a crucial step as the generated results are strongly 
connected with the quality of the labeling process. The 
available dataset usually is not categorized and the cat-
egorization is a part of the implementation.

Recently a number of COVID-19 oriented datasets have 
been published whose data are not categorized based 
on the criterion of the detection of misinformation (Cui 
& Lee, 2020; Memon & Carley, 2020; Qazi et al., 2020). Al-
though there are datasets which characterize the data 
as disinformation data (Brennen et al., 2020), datasets 
containing data with “true” news about COVID-19 are 
also rare. Memon and Carley (2020) focused on the char-
acterization of disinformation communities on the sub-
ject of COVID-19 through data collected from Twitter.

Methodology

System Architecture and Implementation
The system implemented in this thesis can be ana-
lysed according to the diagram in Figure 1. Firstly, the 
identifiers of the tweets of interest are retrieved from 
the online repository hosting the dataset. For this pur-
pose, a special crawler tool was created, which can 
search the data in the repository using criteria such 
as the date and language of the tweets. Then, based 
on the tweets’ identifiers, a connection to Twitter’s API 
for hydration of the tweets is made and the tweets 
are stored in the mongoDB database. The process of 
tagging the data into three categories follows. To facil-
itate this time-consuming process, a web application 
was implemented which downloads the content of 
the tweets stored in the database and through appro-
priate interface tools allows the quick selection of the 
most appropriate category to which each one belongs 
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Figure 1. System Implementation

After the tagging process is completed, a descriptive 
analysis of the data is performed for basic understand-
ing and drawing conclusions about their structure and 
finding characteristic patterns. This is followed by a pro-
cess of applying natural language processing methods, 
through which the available texts from each tweet are 
cleaned of unnecessary elements or elements that do 
not contribute meaningfully to the sentence and a set 
of features is extracted from the morphology, topic 
and words of each text. In addition, the TF-IDF method 
is applied through which the most significant words in 
the available dataset are identified.

This is followed by the process in which the extracted 
feature set, together with the categories of significant 
words obtained by applying TF-IDF are added to a sin-
gle feature matrix. Post-processing techniques such as 
scaling and extraction of the most significant features 
by PCA method are applied to this matrix to reduce the 
dimensions of the matrix. After this step, the features 
matrix is divided into train-set and test-set which are 

then used to train and evaluate the machine learning 
algorithms being tested. Finally, for each algorithm, the 
basic parameters are optimized to obtain more accu-
rate results.

Data collection
To solve the problem of identifying and categorizing 
tweets, a portion of the COVID-19 Twitter chatter da-
taset was used (Banda et al., 2021). This dataset started 
to be generated from March 11, 2020, yielding over 4 
million tweets per day. Daily hashtags, references to 
other users, emojis and their frequencies have been 
included. To make the dataset easier to use, the lan-
guage in which the tweets are written is included in 
addition to the unique identifiers (IDs) of the tweets. 
The full dataset covers all languages; however, the 
most prevalent ones are English, Spanish and French. 
The dataset includes 903,223,501 tweets and retweets. 
In addition, a clean version without retweets is provid-
ed (226,582,903 unique tweets). For the convenience 
of NLP applications, the top 1000 most frequently en-
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countered terms are additionally provided, as well as 
the top 1000 bigrams and trigrams, which are stored, 
separated by day, daily in an online repository on the 
github platform.

Description and download of data

The information related to the tweets within the da-
tasets stored on github consists only of their unique 
attribute (tweet ID), the date and time of publication, 
the language they are written in and the country they 
originated from.

For the purpose of this Thesis, tweets published be-
tween November 1, 2020 and December 30, 2020 
were used. To achieve the collection of these tweets, 
a tool was built using the Python language that allows 
automatic storage of tweets from github to the local 
computer storage in CSV format. This tool also gives 
the possibility to select the range of dates for which 
the collection of tweets is desired and the language in 
which they are written. In this particular case, the dates 
are the range mentioned earlier while the language 
is Greek whose abbreviation in which the tweets are 
stored on github is “el”. Important to say is the fact that 
the tweets are collected from the clean versions of the 
dataset so there is no concern about duplicates of the 
tweets being collected. A total of 61,147 tweetIDs were 
collected.

Tweethydrator

Obviously, the information stored locally is not suffi-
cient for the purposes of this Thesis as the full texts of 
the tweets need to be available in order to perform the 
appropriate analysis. To achieve this a tool was built to 
interface with the Twitter API. Through this tool, the data 
of the tweets included in the local data is identified, their 
content is downloaded locally to the server running the 
tool and then stored in a mongoDB database.

Data annotation

The algorithms used in this Thesis require the prior 
knowledge of the category a tweet belongs to depend-
ing on how valid their thematic content is in order to 
be trained correctly (to perform accurate training) and 
then generate models that will categorize new tweets 
accurately. In the context of this Work, the discretization 
of tweets into three categories was chosen. As there 
was no professional support in the tagging process, 
only three categories were chosen which characterize 
a tweet according to its content. These categories are:

1) Tweets which are objectively true. Such tweets 
are for example news posts related to the pandem-
ic, news about Sars-Cov-2 virus, posts related to 
pandemic containment measures and so on.

2) Tweets that are considered false. False posts are 
defined as posts that are related to the virus but 
have controversial or satirical content. However, this 
classification is difficult as it requires knowledge of 
the facts that are being reported.

3) Finally, publications which are not related to the 
development of the events of the pandemic are 
classified as irrelevant. For example, the post “With 
#COVID19 only Playstation and Netflix” is easily clas-
sified as irrelevant.

It should be noted at this point that the selection of 
the curves based on which to discretize the categories 
of the dataset is a complex task that requires a good 
knowledge of the problem and therefore the correct-
ness of the categories and the method of characteriza-
tion of the tweets can be reviewed.

However, for tagging another problem exists. Select-
ing tweets one by one and adding tag is an extremely 
time-consuming process. For this reason, an online an-
notator tool (online Tweet Annotator) was built using 
the Python language with the help of its library, flask, 
or which is oriented towards web application develop-
ment.

Through this application a user can select a date 
range for which he/she wishes to tag tweets and also 
the number of tweets he/she wishes to display on his/
her screen. These tweets are randomly selected from 
the database as long as they are within the range se-
lected by the user and have not been tagged previ-
ously. The tweets are then displayed on the website 
showing their full text. The tweets are then stored 
in the mongodb database, updated by adding their 
categorization to their information, following a user 
selection.
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Figure 2. Online Tweet Annotator

For the purposes of this paper, a total of 3931 tweets 
were tagged. Of these tweets, 1906 belong to the 
real category, 1017 to the fake category and 1018 to 
the irrelevant category. The distribution of annotated 
tweets is shown in Figure 3.

Descriptive analysis of the data
In order to understand the available data, check their 
validity and draw primary conclusions about the cat-
egories chosen to discriminate the dataset (fake, irrele-
vant, clear), a descriptive analysis of the available data 
is performed. In particular, it is checked whether there 
are incomplete fields or fields that have been lost due 
to an error. In addition, descriptive graphs are extract-
ed which depict various statistics such as for each cat-
egory the number of words contained in the tweets as 
well as the length in characters.

Extraction of features
To extract the features, first those tweets are retrieved 
from the mongoDB database that have been catego-
rized and then converted into a Pandas Data Frame 

to make them easier to manage. The fields chosen 
to be retrieved from the tweets’ information are their 
full text, their publication date and the category they 
belong to. Through an iteration structure that runs 
through the entire content of the Data Frame, various 
preprocessing techniques are performed, through ap-
propriate functions, to extract the features effectively. 
The extraction of all features is done through special 
functions implemented for this purpose, in combina-
tion with functions from the spaCy and NLTK libraries 
in cases where this is necessary.
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Figure 3. Distribution of annotated tweets

Text cleaning and extraction of morphological features

Two basic functions were implemented with which 
to perform text cleaning. Text cleaning is defined as 
the stripping of URLs, emojis, entities (mentions), and 
hashtags from their content. This was implemented 
with the help of a function that was implemented 
which cuts out the above according to specific regex-
es that cover the criteria by which they appear. What 
this function returns is the content of the texts of the 
tweets without the parts that have been cut off with 
the clean_text nomenclature, which is very useful for 
extracting various features as in some cases it is neces-
sary for the texts to be in this format.

The next function implemented for clearing the texts 
converts the texts into lists of tokens. Before this is 
done some steps are taken to ensure that the tokens 
have the desired format. These are as follows:

• Deleting emojis from the text of the tweets

• Deleting all digits from the text and replacing them 
with the blank

• Deleting all the punctuation marks

• Deleting all stopwords (via spaCy and NLTK func-
tions)

• Deleting tokens of less than 3 characters

The lists of words returned by this function contain the 
content of the text free of what was deleted during its 
execution with the words nomenclature.

The clean_text returned by the above function is used 
as input to the functions which extract most of the 
morphological features. To be precise the extraction 
of the features concerning, the length of the text, the 
count of the different punctuation marks (“?!”, “?”, “!”, “.”, 
“;” etc.) and their total number and finally tweet_en-
tropy is done via functions implemented with “plain” 
Python in combination with the re library which pro-
vides an easy way to identify regex within the text. The 
tweet_entropy is extracted by a function implement-
ed that does the mathematical calculation for the en-
tropy of the text.

There are two more functions which take clean_text 
as input. The first one calculates the number of con-
sonants and vowels present in a tweet and therefore 
the corresponding attributes are calculated through it. 
First, any suffix and tone of words are removed from 
clean_text and then each character is categorized 
according to whether it is a consonant or a vowel. As 
a result, their count is easily computable. The second 
function returns using “plain” Python the number of 
capitals, lowercase, digits, letters and the letter-to-digit 
ratio which also correspond to the corresponding at-
tributes.



239

Identification of Invalid Information about the COVID-19 Coronavirus Pandemic on a Social Network Platform

The attribute corresponding to the average word 
count per sentence comes from a function which, with 
the argument clean_text, initially converts the text 
content into tokens with the help of the NLTK library 
which supports this function in Greek as well. Then the 
punctuation marks are subtracted and from there the 
average is calculated with a simple calculation.

The last features that use clean_text to produce the 
text have to do with the number of consecutive con-
sonants, the number of consecutive vowels and the 
number of occurrences of repeated identical char-
acters. These three attributes are computed through 
a function that has similar logic to the function that 
computes the total number of consonants and vowels 
described above. The calculation of the first two fea-
tures is calculated directly from lists of characters (con-
sonants, vowels) generated at runtime, while the num-
ber of consecutive occurrences of a character (>3) is 
calculated from a list containing all characters of a text.

The function that returns the words is useful in ex-
tracting two features. The first attribute concerns the 
average length of words which is computed by a func-
tion that takes words as an argument. The first step 
that this function performs is to call the function that 
generates clean_text by giving the list of words as an 
argument. Then the calculation of the average is again 
done through a simple mathematical calculation. The 
second feature concerns the number of words present 
in a text which is quite easy to calculate through the 
length of the words list.

Finally, there are features which can be calculated from 
the original text of the tweets without any processing. 
For example, the attributes related to the number of 
urls, mentions and hashtags are generated through 
functions that check the content for words starting 
with “http{......}”, “@” and “#” respectively, which are 
numbered. The attribute having to do with the num-
ber of entities is calculated from the sum of the above. 
It is important to say that a check is performed to see 
whether a url is functional or not, so in the counting 
only the functional ones are taken into account. Stop-
words are one of the attributes counted via a function 
that again has the original text of a tweet in its argu-
ment. This function returns the number of stopwords 
contained in a tweet with the help of the functions 
that extract them from the spaCy and NLTK libraries. 
Although these functions recognize most of the Greek 

stopwords, some were added that these functions do 
not recognize.

Exporting SemanticFeatures

Exporting semanticfeatures is a difficult task to imple-
ment. However, as the field is constantly evolving, li-
braries have been developed which can extract such 
features in a partially automated way. For the purpos-
es of this thesis, the spaCy library was used through 
which, with two simple commands, the objectivity of 
a text and its polarity can be extracted, and thus the 
corresponding features are computed directly. Also 
a successful metric, is the counting of positive, negative 
and neutral emoji contained in a text. The computa-
tion of these attributes is done in two steps. In the first 
stage all emoticons contained in a tweet are searched 
through a function and then in the second stage they 
are categorized into negative, positive and neutral 
emoticons and counted. The former are implemented 
through regexmatching, a very common way to find 
emoji as well as the categorization is done based on 
a list of emojis containing all possible emojis and their 
rating, which is provided by the emosent library.

Exporting PoS (Part of Speech) features
The calculation of PoSfeatures is done through the 
nlp_post_processing function implemented with the 
help of experts in the spaCy library, which has special 
tools for calculating such features. Initially, LexicalRich-
ness is used through which a metric is computed that 
represents the “richness” of the text with respect to 
the variety of words used. Through this metric anoth-
er function of LexicalRichness can be used which cal-
culates the TTR of the text which corresponds to the 
corresponding feature. Then, three lists are generated 
containing tokens into which the text is divided, the 
PoS categorizations found and the lemmas (lemmas) 
generated respectively. These lists are generated via 
special spaCy text processing and parsing functions 
that support the Greek language and grammar. From 
the list of categorised PoS found, the features concern-
ing the number of occurrences of pronouns, determin-
ers, adjectives, nouns, adverbs and entities present in 
a tweet are directly computed. In nlp_post_processing 
there are also the functions that compute the objectiv-
ity and polarization of the text.

The set of extracted features and the degree of correla-
tion between them is illustrated in Figure 4:
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Figure 4. Correlation matrix of the key features extracted from the texts of the available tweets

Calculation of the TF-IDF feature

Next, the TF-IDF method is implemented using the 
TfidffVectorizer function of the scikit-learn library. To 
generate the text vectors needed to implement TF-
IDF, a function is used to join the entries generated by 
nlp_post_processing. This is done so that the number 
of different words, and thus the number of feature 
dimensions, is significantly reduced as the TfidffVec-
torizer function generates features for each individual 
word it detects within the text. A set of features are 
thus extracted which correspond to the most signifi-
cant words in the dataset. These features are combined 
with the previous morphological features, PoS and se-
manticfeatures, into a single featurematrix which has 
dimensions (3931 x 10923), i.e. a total of 10923 features 
are computed!

Algorithm training
Before training the algorithms, the collected features 
are transformed so that they all have the same range of 
values. The Standard Scaler class of scikit-learn is used 
for the normalization.

After the features are transformed, PCA is then applied 
to reduce the dimensionality of the features matrix, 
which is deemed necessary due to the number of fea-
tures. PCA is parameterized to extract the minimum 
number of dimensions needed to maintain 95% of the 

variance. The results show that instead of 10923, only 
2745 basic features are needed! It also turns out that, 
this data represents almost 25% of the size of the origi-
nal feature smatrix. In a way, this is a kind of Feature Se-
lection. Obviously, after dimensionality reduction, the 
feature matrix takes up much less space and this can 
significantly speed up a classification algorithm (such 
as classification based on the SVM algorithm).

Finally, the data is divided into train and test. The train 
data will be used to train the learning algorithm and 
the test data will be used to verify the results. For the 
separation, 80% of all available data is used as train data 
and 20% as test data.

The SVM algorithm is the first algorithm tested for its 
ability to classify tweets based on the classes defined. 
Initially the parameters of the algorithm are set which 
are as follows:

• Kernel: the “rbf” kernel is used.

• C: 1

• Gamma: Scale. this means that the gamma is de-
rived from the ratio 1/ (<number of features> 
x <scale of trainmatrix>)

Hyperparameter Tuning is then applied using the Grid-
Search method (Bao and Liu, 2006). In this case, “line-
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ar” is additionally tested as kernel, as well as different 
combinations of C and gamma values. Next algorithm 
tested is Random Forest. For Random Forest a similar 
procedure is followed. Initially training is done with 
the initial training parameters. Then using the func-
tion Randomized Search CV a set of combinations of 
the parameters is generated, from which the algorithm 
randomly selects which ones to train. Finally, training 
is performed using Multinomial Naïve Bayes. As this 
algorithm relies on the use of probabilities it cannot 
accept negative values. Therefore, in this case the data 

is normalized in the interval 0 to 1 using the Min Max 
Scaler class.

Results

This chapter presents the results of the descriptive 
analysis and the Machine Learning algorithms applied. 
First, within the descriptive analysis, some basic statis-
tics characterizing the tweets are visualized.

Figure 5. Number of characters in a tweet depending on the category it belongs to.

Figure 6. Number of words in a tweet depending on the category it belongs to.

As can be seen from Figures 5 and 6, there seems to be 
some correlation between the length of the tweet in 
words and the number of characters with the fake cat-
egory, i.e. compared to the other two categories, many 
tweets have a larger number of words and characters.

In addition, visualization of the most important terms in 
wordclouds is done. More specifically, for each category 
the 50 most frequently encountered words are iden-
tified and visualized. In addition to the most frequent 
words per category, the most frequent words in the da-
taset are also presented, which are visualized in Figure 7.
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Figure 7. Wordcloud for the whole dataset

In the following, the results of the algorithms tested for 
the categorization of tweets are presented and analyz-
ed. As described in the previous chapter, the training of 
the set of algorithms is done using those features that 
correspond to 95% of the dataset. As the results of the 
algorithms show, although with a low percentage, it is 
possible to identify a tweet as real, fake or irrelevant 

based on the characteristics described in the previous 
chapter. Among the algorithms tested, the best per-
formance is achieved by the Random Forest algorithm 
using the Randomized Search method as it better dis-
tinguishes tweets of each category compared to the 
other algorithms. Worst performance was achieved by 
the Multinomial Naïve Bayes algorithm.

Table 1. Summary results of the algorithms tested

Algorithm Precision Recall F1-Score

SVM 0.68 0.53 0.51

SVM + Gridsearch 0.59 0.57 0.57

RandomForest 0.65 0.61 0.62

RandomForest + Rand-
omizedsearch

0.66 0.61 0.62

MultinomialNaiveBayes 0.65 0.47 0.45

Conclusion

Currents’ work aim was to approach computationally 
the posts in the social network of Twitter, assisting the 
task of identifying false or irrelevant posts related to the 
current pandemic COVID-19 and its spread in Greece. 
We focused on Twitter as its structure and main fea-

tures allow the detection of trends which are related 
to the current events. The aim of the activities was to 
find morphological features of the tweets, as well as 
features related to the subjectivity of the texts, which 
allow automatic discriminating between false and true 
statements in order to categorize them according to 
their reliability.
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For the purposes of our work, we used a ready-made 
dataset related to tweets that are related to the pan-
demic. For convenience, our study period is only the 
period between November 1, 2020 and December 31, 
2020. Two tools were implemented, one to automati-
cally retrieve from the dataset the identifiers of tweets 
that were published during the specific period and 
are written in Greek. In addition, another tool is imple-
mented which for each of the collected identifiers re-
trieves their full content from the Twitter platform and 
stores it in a MongoDB database.

As Machine Learning classification algorithms rely on 
the use of training data for which the classification cat-
egory is known in advance, a part of the work involved 
recording the category for the collected tweets. A total 
of 3931 tweets were manually classified into three cat-
egories, real, fake and irrelevant. To speed up this pro-
cess, a new tool was created to allow for quick viewing 
of tweets and tagging.

From the data, by applying transformation methods 
these 38 features were extracted which are related to 
the linguistic morphology of the tweets, their subjec-
tivity, sentiment analysis and the type of words used. 
Moreover, an innovation of this Work is the use of fea-
tures obtained by applying the TF-IDF method to the 
texts of the collected publications. However, as the 
dimensions of the features were exploded, it was nec-
essary to use dimensionality reduction using the PCA 
method.

The application of these features to Machine Learning 
algorithms for automatic classification showed unsat-
isfactory but encouraging results for solving the prob-
lem. The cause of the low accuracy of the algorithms 
is traced to two factors. On the one hand, the difficulty 
of discriminating even for skilled personnel between 
publications of different categories, as the distinction 
between correct and false news is based on factual 

knowledge. This cannot be achieved by exploiting 
only linguistic features. Also, the number of categories 
into which tweets are distinguished is certainly expect-
ed to affect accuracy, as specialized knowledge is also 
required for the number and characterization of the 
categories selected.

With these two findings as a starting point, the impetus 
for further research on the problem is given. To begin 
with, the extraction of knowledge about the subject 
matter and the use of this information in classification 
can be studied. Also important is the contribution to 
the validity of a publication of the credibility of the user 
who made the publication. Finally, the discretization of 
tweets into different categories as well as the charac-
terization of larger volumes of data will certainly reveal 
new ways to achieve the final goal.

Ιn conclusion, at a time when conspiracies and fear 
abound, the police science/ law enforcement have 
an opportunity to protect the public from misinfor-
mation, as well as to enforce the law to protect public 
health and public safety. This research is intended to 
help law enforcement authorities detect immediate-
ly false news and provide an understanding of what 
is driving the misinformation that might compromise 
public safety.

Gaining the first-mover advantage by distributing cor-
rect information about COVID-19 and going first, has 
been shown to reduce the influence of subsequent 
misinformation, as the first piece of information heard 
tends to be what sticks.

By detecting fake news in a timely manner, citizens will 
be able to be informed of the truth and not be misled 
by individuals or organizations whose purpose is to 
harm social cohesion, the state and the well-being of 
society in general.
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Abstract
On average 125 murders take place in the Netherlands on an annual basis. However, not all such incidents can be 
solved. Currently there are more than 1700 unsolved homicide cases on the shelf at the National Police that classify 
as a ‘cold case’. Investigation into these types of capital offenses takes a lot of time, money, and capacity. Appli-
cations of the current working method and available techniques are very labor-intensive and time-consuming. In 
addition, the pressure on the executive Police officers is high - from the Police organization, the Public Prosecution 
Service, the media, the next of kin, as well as society in general.
From an investigative point of view, it is relevant to provide direction in the criminal investigation and formulate 
and evaluate various case scenarios, while reducing a risk of ‘tunnel vision’. From a scientific point of view, more 
research into homicide cases in the Netherlands is of eminent importance. Remarkably little has been written in 
scientific literature about this type of crime.
The project ‘Cold Case: Solved & Unsolved’ focused on the use of open, publicly available information sources to 
collect the data and gain more insight into homicide cases in The Netherlands. Applicability of various modern 
techniques, such as web-scraping, API software and Artificial Intelligence (AI) was explored to facilitate and auto-
mate data collection and processing tasks. A first concept of a ‘smart’ database was proposed, combining a web-
based database platform with AI modules to filter and (pre-)process the data. With further development and 
training of AI modules, such a database might eventually support data-driven generation and/or prioritization of 
investigative scenarios. The data collected in the process was used in three scientific studies aimed at uncovering 
the relationships and patterns in the homicide data for The Netherlands.

Keywords: homicide, natural language processing, artificial intelligence, data science, open source data
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Introduction

On average 125 murders take place in the Netherlands 
on an annual basis since 2015 (CBS, 2021). Investigation 
into these types of capital offenses takes a lot of time, 
money, and capacity. In addition, the pressure on the 
executive Police officers is high. Both from the Police 
organization, the Public Prosecution Service, the me-
dia, the next of kin, but also from society in general. 
The investigations by the Police are often followed 
closely.

Unfortunately, not all murder and manslaughter in-
cidents can be solved. Currently there are more than 
1700 unsolved murder and manslaughter cases that 
are on the shelf at the National Police that classify as 
“cold case” (see: National Police/Cold case infographic 
at Politie (2020)).

Within these types of unresolved files, there is often 
a lack of technologies and tools to deal with the crimes 
more effectively and efficiently. Applications of the 
current working methods and available techniques are 
very labor-intensive and time-consuming. It is crucial 
that a perpetrator is quickly identified and that he or 
she can be convicted for the offense committed.

From a scientific point of view, more research into mur-
der and homicide in the Netherlands is of eminent im-
portance. Still rather little has been written in scientific 
literature about this type of crime, especially compared 
to the United States (Liem et al., 2013). Within the Dutch 
Police Academy, the insights from international studies 
are largely used (such as Adcock & Chancellor (2016) 
and Adcock & Stein (2017)). However, the question is 
whether that knowledge can apply to the Dutch situ-
ation one-to-one.

There is also a lack of consolidated datasets/databases 
that use an effective data structure, which may enable 
detection and exploration of patterns and relationships 
in the historical homicide cases in The Netherlands. 
One of the most widely used sources for international 
comparisons on homicide is the data about the cause 
of death, such as WHO Mortality Database2, which only 
contains information on the number and character-
istics of victims. One attempt at developing a unified 
homicide database framework is The European Hom-
icide Monitor (EHM) that offers a dataset including 85 
variables describing homicides in 2003-2006 in Swe-

2 WHO Mortality Database: https://platform.who.int/mortality

den, Netherlands and Finland (Ganpat et al., 2011; Liem 
et al., 2013). However, a shortage of well-structured or 
labelled data still poses a serious limitation to the use 
of data-driven computational approaches, like ma-
chine learning, that often require structured datasets 
as an input.

Data-driven techniques are sometimes used in Police 
work, at least at a level of research and innovation de-
velopment. An example of this are tools for predictive 
policing. For instance, CAS tool was developed for 
burglary prediction in The Netherlands (Mali, Bronk-
horst-Giesen and den Hengst, 2017). However, a previ-
ously highlighted limited amount of structured data, as 
well as inconsistency in data collection and processing 
methods, create a significant bottleneck in implement-
ing such methods and systems in practice. Given that 
data-driven techniques may eventually support sce-
nario development and prioritization in crime investi-
gation, it is beneficial to develop a database, where the 
variables and values are consistent and standardized, 
when possible. However, collection, pre-processing 
and analysis of large amounts of information on homi-
cide cases can be very time-consuming and laborious. 
Therefore it is also paramount to explore what modern 
techniques and to what extent can be used to auto-
mate these processes and reduce data collection or 
digitization efforts.

Research group Technologies for Crime Investigation 
(formerly known as Advanced Forensic Technology) 
is a joint research group between Saxion University of 
Applied Sciences and Dutch Police Academy. The re-
search group focuses on several pillar topics – Crime-
Bots (Robotics applications), Nano4Crime (Nanotech-
nology and sensing) and - a new research line - Data 
Science & Crime. The first project in the research line of 
Data Science & Crime is the project ‘Cold Case: Solved 
and Unsolved’. One of the goals of this project was to 
investigate to what extent modern digital technologies 
and data science techniques can be used to collect, 
process, store and analyze data on homicide cases. 
The project also used a framework by de Kock (2014) 
as an inspiration to design the data structure for a da-
taset development. In this framework, twelve so-called 
Elementary Scenario Components (further referred to 
as ESC12) can be used to describe any storyline, includ-
ing a crime scenario. De Kock proposed that ESC12 can 
be used to build a (smart) database combined with 
modern data science techniques that could facilitate 

https://platform.who.int/mortality


247

Cold Case – Solved & Unsolved: Use of digital tools and data science techniques to facilitate cold case investigation

the analysis of the crime cases, make predictions, fill in 
the knowledge gaps by analyzing historical cases and 
comparing them with the current investigations (de 
Kock, 2014).

Furthermore, we focused almost exclusively on the use 
of open source data. While it could be highly beneficial 
to use confidential Police data or a combination of con-
fidential and public data, access to such data was not 
possible in the frames of this project. It should be not-
ed, however, that techniques discussed in this paper 
can apply to open source and confidential data alike.

Research scope

The project ‘Cold Case: Solved & Unsolved’ investigat-
ed to what extent modern digital tools, computational 
approaches and data science techniques can facilitate 
data collection and processing on homicide cases and 
help organize and direct the investigations. Another 
objective of the project was to integrate the devel-
oped knowledge and tools in the educational process 
and training materials for the forensic and police sci-
ence students. The project consisted of five work pack-
ages, where each work package had its own objectives 
(Figure 1). This paper mostly covers the work done with 
in Work Packages 1 and 2 that focused on data collec-
tion, pre-processing, storage, and analysis of patterns 
and relationships.

Figure 1. ‘Cold Case: Solved & Unsolved’ project structure (source: authors)

Work Package 1 ‘Data collection and development of 
a ‘smart’ homicide database’ mostly dealt with technol-
ogy development to facilitate collection, pre-process-
ing, and storage of the homicide data. It also covered 
the actual collection of the data from open sources 
using a combination of manual and (semi-)automated 
methods. As an important objective, various possibili-
ties for automation of data (pre-)processing have been 
explored using Artificial Intelligence (AI) techniques, 
such as: a) automatically distinguish articles about 
homicides from other topics (pre-filtering); b) generate 
a short summary of an article; c) extract interesting in-
formation/components from an articles, such as ESC12. 
In the future, collected data and identified techniques 
are envisaged for the integration in a ‘smart’ database 
platform that can eventually facilitate crime analysis 
and investigation with data-driven methods.

The goal of Work Package 2 ‘Empirical analysis of the 
homicide data in The Netherlands’ was to conduct 
scientific studies using the data collected in Work 
Package 1. It included application of various statistical 
methods and data modelling techniques to test theo-
ries and hypotheses. The results of this work package 
can reinforce theoretical understanding of the rela-
tionships and patterns occurring in the homicide cases 
specifically in The Netherlands, which can further be 
compared to the similar studies in other countries.

Main results and outputs

This section provides an overview on the main out-
comes for the sub-objectives described in Chapter 2, 
concerning data collection, AI research and analysis of 
relationships and patterns in the homicide data.
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Data collection
In this project, several types of data were collected us-
ing a variety of techniques. One stream of data con-
sisted of a collection of articles on homicide-related 
topics. Another dataset was created manually by struc-
turing information on homicide cases into a database 
template for further applications in data analysis and 
modelling studies. Lastly, a software tool (API) was de-
veloped to facilitate and automate collection of homi-
cide-related articles from open sources.

The collection of articles about homicide cases was 
performed with the help of Python programming lan-
guage. It was split in two flows. The first flow was a ‘site 
scraper bot’, which scraped the news, archives, and arti-
cles about homicide cases in a variety of websites. The 
second flow was based on ‘Optical Character Recogni-
tion’ (OCR), which was used to process old newspaper 
archives from the Delpher portal3. The articles from 
these two approaches were filtered through the algo-
rithm that decided whether articles concern homicide 
cases or other topics. With the combination of these 
two approaches, around 11 000 articles mentioning 
homicide cases were collected.

With the help of the students of Cold Case Minor 
course (year 2020) at Saxion University of Applied 
Sciences, another dataset was collected and processed 
in detail with manual techniques using information 

3 Delpher newspaper archive: https://www.delpher.nl

on around 300 homicide cases in The Netherlands for 
the period of 2006-2015. Each student was assigned 
a list of cases that he/she had to collect the data on. 
A template was developed and provided to the stu-
dents that contained the desired data structure. In this 
project, a framework by de Kock (2014) on ESC12 was 
used as a basis for the dataset structure. For each case, 
students had to use at least five information sources 
(when possible). Further, students had to extract the 
necessary information and fill in the provided tem-
plate. The resulting dataset was used in the studies on 
data analysis and modelling to uncover the patterns in 
the data.

It is paramount to have as much data on homicides as 
possible to make use of data-driven approaches. This 
data can be used: a) for empirical analysis and develop-
ment of data models and analysis of relationships and 
patterns; b) and training and tuning of AI algorithms. 
Furthermore, the relevant data can come in different 
formats and from different sources. To facilitate the 
data collection process, an API (Figure 2) was devel-
oped that can be used as a standalone tool, or eventu-
ally in conjunction with other software (e.g., connect-
ed with a database platform). Several sources were 
pre-defined for the tool (such as BING News, Google 
News). The tool’s architecture allows for an easy con-
nection to a wider range of sources in the future.

Figure 2. ‘Search and Scrape API schematic (source: authors)

https://www.delpher.nl
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Research and Development in AI
AI development was conducted in three directions:

1. distinguish homicide article from other topics

2. generate a summary of an article

3. automate extraction of interesting compo-
nents, such as ESC12.

The work method is mainly focused on Natural Lan-
guage Processing (NLP) family of algorithms. NLP is 
usually used to process, analyze, and extract informa-
tion from natural human language data (such as texts). 
Given the complexity of human language, different 
neural network-based methods have been developed 
to date, among them Word2Vec, Sense2Vec and other. 
The main model used within the project is the Bidi-
rectional Encoder Representations from Transformers 
(BERT) (Devlin et al., 2019). Processing pipelines based 
on known methods were developed to tackle the de-
scribed tasks.

The most challenging part of AI research was extract-
ing the interesting components from text automatical-
ly (for instance, name of a victim or perpetrator, date or 
location of a crime, etc.). The AI model worked well in 
some cases, however, at the same time, it performed 
badly on some other difficult examples. Initially the 
pipeline was tested on Dutch articles translated to 
English via Google Translate. Therefore, retraining and 
testing algorithms with data in the Dutch language 
is required in order to further work with Dutch texts. 
Most of the mistakes in text processing come from 
the Coreference Resolution component. Coreference 
Resolution is a critical component of natural language 
understanding and higher-level NLP applications in-
cluding information extraction, text summarization, 
and machine translation. It is the process of determin-
ing whether two expressions in natural language refer 
to the same entity in the world (Soon, Lim & Ng, 2001). 
The complexity of the human language processing 
and text interpretation still limits the effectiveness of 
the current AI algorithms. Data collection and labelling 
for AI training is an extremely time-consuming and la-
borious task, and the current project could not ensure 
the necessary resources for that. Therefore, the Coref-
erence Resolution problem will require further work in 
the context of this research.

Summary generation algorithm worked quite success-
fully, as well as a filtering algorithm to classify hom-
icide-related articles. For this task various methods 
were tested, with the most successful (BERT algorithm) 
reaching accuracy of more than 96% (Table 1).

Table 1. Test results of the algorithms to distinguish 
homicide articles from other topics (source: authors)

Methods Accuracy

Bernoulli NB 87.42%

Naive Bayes 87.63%

MNB 87.97%

NuSVC 88.58%

Voted 93.06%

Linear SVC 94.85%

Logistic Regression 95.36%

SVC 95.82%

BERT 96.11%

Development of a (smart) database concept
The ultimate goal of this research is to eventually de-
velop a homicide database equipped with ‘smart’ fea-
tures driven by AI algorithms to support investigative 
process with data-driven insights. The first steps were 
taken towards that goal. A prototype of a web-based 
database platform was developed that can store the 
data (text articles) collected on homicide cases (Figure 
3).

The database organizes articles on a case-by-case basis 
(so one homicide case can have multiple articles linked 
to it). Furthermore, a case description includes a ESC12 
components structure based on the framework by de 
Kock (2014). The connection with AI engine was also 
set up and tested. We foresee that in the future it will 
be possible to integrate all the tools described in this 
paper to achieve a fully functional ‘smart’ database 
platform. The ‘Search and Scrape API’ will automatical-
ly take new information from the news portals or oth-
er sources (such as Police information systems, if data 
use permits allow) about homicide cases, which will be 
analyzed and filtered by an AI algorithm. The function 
of Artificial Intelligence to generate short summaries 
or overviews of articles or case descriptions can be 
implemented directly in the platform. On the other 
hand, the AI models for extraction of interesting com-
ponents from the text can be re-trained with new data 
and developed further with other methodologies and 
approaches. While the AI module is not yet ready to re-
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place the capabilities of humans for text interpretation, 
it may become a useful tool in the future as a kind of an 
assisting/recommendation feature for the users.

The current research was not able to tackle the actual 
generation or prioritization of crime scenarios. This part 
can be tested in the future, when sufficient amount of 
information on homicide cases is collected, thus ena-

bling effective pattern mining by means of data-driven 
techniques.

The design of the platform and the user experience 
can be made to match the needs of Police officers in-
volved in detecting homicide cases. This means em-
bedding the platform with their workflow and fully or 
partially covering their needs.

Figure 3. Database platform (source: authors)

Empirical analysis of homicide data
Data collected during the project was used to explore 
meaningful relationships and patterns in the homicide 

cases in The Netherlands. This can be considered the 
first step in determining the potential of (open source) 
data on homicide cases to be used in predictive or pre-
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scriptive data-driven systems. Several scientific studies 
were conducted and final theses were developed by 
students in collaboration with University of Leiden, 
Dutch Police Academy and Amsterdam University of 
Applied Sciences (HvA).

The first research was conducted by Hanneke van de 
Mortel, University of Leiden (van de Mortel, 2020) as 
her MSc thesis. The research focused on predicting the 
relationship between the perpetrator and the victim 
on the basis of victim characteristics and the modus 
operandi. Such research is the first step to identify rele-
vant relationships in the homicide cases that can help 
determine a direction of the investigation. This study 
was conducted using a dataset of ~300 homicide cases 
in The Netherlands for the period of 2006-2015 (manual 
data collection). The research method included bi-var-
iate correlation analysis and predictive modelling with 
Logistic Regression method.

4 Moordatlas website: www.moordatlas.nl

The second research was conducted by the student 
of Dutch Police Academy, Rob Schipperheyn, as his 
MSc graduation research (Schipperheyn, 2021). This 
scientific work focused on identifying the clusters of 
co-occurring variables in the homicide dataset and 
translating them into practical scenario-based investi-
gation recommendations. The global objective of this 
research was to facilitate the development and use of 
more scientifically substantiated scenarios in police in-
vestigation using data science insights. The research 
methodology included: univariate analyses, bi-variate 
analysis, and multi-variate analysis in a form of Multi-
ple Correspondence Analysis (MCA) method (Figure 4). 
Like the previous study, this research was based on the 
data on ~300 homicide cases for the period of 2006-
2015.

Figure 4. Output of an MCA model (Schipperheyn, 2021)

The third study was conducted by the student of Am-
sterdam University of Applied Sciences, Izzy van der 
Veur, as his BSc graduation thesis (van der Veur, 2021). 
The research focused on the question: ‘To what ex-
tent can the nature of a homicide be determined on 
the basis of social economical, geographical and de-
mographic characteristics of the location of a homi-

cide?’. In contrast to the first two studies of this work 
package, this research used the data scraped from 
a website Moordatlas4, for the period of 2016-2020. 
This time period was chosen due to a higher degree of 
completeness of the available data, which makes the 
results more valid and reliable. The data scraped from 
Moordatlas was further processed to develop a data-

http://www.moordatlas.nl
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set. Bi-variate correlation analysis was used to explore 
meaningful relationships, while geographic mapping 
was used to look at the spatial distribution of homicide 
cases in The Netherlands.

Conclusions

This paper described the outputs of the project ‘Cold 
Case: Solved & Unsolved’ completed in the research 
group of ‘Technologies for Criminal Investigations’ at 
Saxion University of Applied Sciences and Dutch Police 
Academy. The project explored and tested develop-
ment and applications of various digital tools and data 
science techniques to facilitate and automate collec-
tion, pre-processing and analysis of open source data 
on homicide cases.

It was possible to achieve a certain degree of auto-
mation of some of the data collection and processing 
steps. For example, AI algorithm for classifying articles 
about homicides performed well (highest accuracy 
>96%). However, the complexity of the human lan-
guage processing and text interpretation still limits 
the effectiveness of the current AI algorithms for more 
difficult tasks. Hence, development of a ‘smart’ data-
base equipped with a fully functional and effective AI 
engine was not attainable in this project. Thus, further 
research is needed to achieve a more effective extrac-
tion and structuring of interesting information from 
the text. Current efforts were also limited by the lack 
of suitable data for training of the AI models. Further-
more, AI training and testing were restricted by the 
available computational capacity and some technical 
disruptions during the development stage.

The prototype of the web-based database platform 
currently allows for manual entry of the data, therefore 
it can be used without AI as well. Overall conclusion 
is that AI does not yet match the human capacity to 
interpret text, however with proper training AI has the 
potential to be used as an assisting or recommending 
tool in addition to experts’ judgement.

Concerning the applicability of open-source data for 
homicide research (and eventually investigation), we 
can conclude that use of open-source data is asso-
ciated with certain limitations and risks. Over- or un-
der-representation of certain (groups of) cases is possi-
ble, especially due to differences in media attention to 
certain types of homicide cases: for instance, unusual, 
scandalous, or somewhat mysterious cases often re-

ceive more media coverage. Given that data collection 
is an extremely time-consuming and laborious pro-
cess, in this project it was possible to only collect the 
data on a limited number of cases (around 300 cases). 
Furthermore, in those cases, not all the variables could 
be filled in, thus many variables became unusable in 
the analysis due to a large amount of missing values.

For further research, a number of reliable public sourc-
es may be pre-defined using a set of specific criteria. 
Research presented here aimed to explore usability of 
a wider range of sources, which might have led to in-
clusion of incorrect information in a dataset.

Relatively small set of cases included in a detailed 
structured dataset (~300 cases) and a large amount 
of missing values for many of the variables limited the 
exploration of relationships and patterns. However, 
some significant relationships could still be identified 
in the three scientific studies conducted. This suggests 
that potential to use predictive and prescriptive data 
modelling techniques in homicide research should be 
investigated further.

Discussion and recommendations

While working with the open source data for the 
homicide cases in The Netherlands, we found that the 
amount of detail in the open source data is limited. 
Moreover, the data may be biased or not trustworthy. 
This creates a serious limitation for data analysis using 
open source data. Further research could be devoted 
to working with Police data or a combination of Police 
files and open source data. This is, however, associated 
with significant difficulties of getting access to the con-
fidential data.

AI can be a powerful tool in recognizing complex pat-
terns. However, more research is necessary in order to 
automate the processing of (big) textual data. With 
the state-of-the-art of the technology and consider-
ing a sensitive nature of the forensic or criminological 
applications, it is not possible to completely replace 
a human expert with an AI algorithm. Further work is 
required concerning both data collection and AI devel-
opment to enable the use of data-driven insights and/
or predictive algorithms in the homicide investigation. 
We suggest that AI can be potentially used in combi-
nation with human judgement, as a recommendation 
tool. With sufficient data, AI-powered tools can even-
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tually support scenario generation and prioritization, 
identify groups of similar cases in the historical data-
base and compare historical records to an ongoing 
case.

It should be noted, however, that more research on 
ethical issues should be conducted, in order to avoid 
biases and ensure the correct use of the information 
generated by computer algorithms. As suggested by 
van Brakel (2016), big data and predictive tools can 
have benefits for policing, but such techniques may 
also bring disempowerment of individuals, groups, and 
society depending on implementation and intentions 
behind their use. Moreover, an open question still re-
mains - how do we make sure that data-driven tech-
niques actually help prevent a tunnel vision, instead 
of reinforcing it? With this concern in mind, carefully 
designed operational workflows and application strat-
egies should be embedded in the Police practice to ac-
commodate the correct use of data-driven techniques.

Data-driven research often requires good quality 
structured datasets. Our first step in that direction was 
development of a structured dataset with about 300 
cases on homicides in The Netherlands in the period 
of 2006-2015, using information from published news 
and other open sources. With more than 200 variables 
in the dataset structure, this is an extremely time- and 
resource-consuming endeavor. Techniques for more 
efficient methods of information extraction and struc-
turing from big (textual) data should be further ex-
plored. Another possibility may lie with collaborations 
with volunteers, universities or other organizations that 
might contribute to the task of data collection.

Closer collaboration with the Police (or other potential 
user groups) is crucial for the development of a rele-
vant data-driven tool. We suggest that the future pro-
jects should fit in the development agenda of the Na-
tional Police, and the tools should be developed with 
the input from the Police experts.
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Abstract
Technological innovations such as digitalisation have an increasingly important role in our society. This development 
is also reflected in police work. In particular, the access to information on a global scale has increased the international 
character, adaptivity, and fluidity of criminal organisations. As such, there is a pressing need to better understand the 
evolving nature of these organisations and their associated modus operandi. While digitalisation enables access to 
lots of information and yields information overload challenges, developments in Artificial Intelligence (AI) offer new 
opportunities to tackle these challenges. In particular, they provide support in the automatic extraction and analysis 
of unstructured sources of information to efficiently make sense of large amounts of textual information sources. In 
this paper, we will explore the potential and challenges of various AI methods to extract criminal modus operandi 
from unstructured open text sources, like law court sentences. Such open text sources are reliable information sourc-
es that include detailed validated information on the criminal activities and the modus operandi evolution in a given 
country. The application of this approach offers an alternative to the examination of classified police information and 
it also facilitates cross-country comparisons. The inherent complexity of modus operandi and the unstructured char-
acter of law court sentences yield the need to align and structure the modus operandi question with particular text 
mining methods. Specifically, we propose a step-wise approach to analyse automatic extraction of modus operan-
di-related problems via exploration, detection, and categorisation analysis. This decomposition enables to align these 
problems to specific functions of text-mining or machine learning methods, such as similarity detection, clustering, 
or named entity recognition. Using practical examples we demonstrate how this approach enables to automatically 
extract relevant information from court cases sentences for analysing modus operandi evolution in time.

Keywords: Artificial Intelligence, Modus Operandi, Intelligence analysis
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Introduction

Technological innovations have found their way 
into society. For instance, the incorporation of digital 
technologies into business and social processes (dig-
italisation) provides new possibilities for services and 
business and also easy access to information and new 
forms of communication. Criminal organisations also 
profit from these technological advances as they en-
able, among others, to enlarge the illicit market in an 
efficient and anonymous manner (Bird et al., 2020). 
Moreover, criminal organisations are also able to quick-
ly adopt new technology (Allison, 2017) and adapt to 
change or counter strategies (Ayling, 2009: 182). For in-
stance, digitalisation enables sharing information (how 
to avoid law enforcement efforts, to exploit the poten-
tial of new technology) and as such it accelerates this 
adaptation capability. These adaptations are reflected 
in the methods of operations taken by criminal organ-
isations to achieve their criminal goal, the so-called 
Modus Operandi, MO. As the analysis of the MO sup-
ports the detection of criminal activities (Fosdick, 1915), 
it is important to develop a process to acquire more 
insight into MO features and their evolution in order to 
strengthen the police intelligence position.

Developments in Artificial Intelligence (AI) and particu-
lar text analytics and natural language processing (NLP) 
methods, provide support in this process as they ena-
ble automatic extraction and analysis of unstructured 
sources of textual information. For instance, Shabata, 
Omar, & Rahem (2014), have used AI to extract nation-
alities, weapons, and crime locations from online crime 
documents. Li & Qi (2019) have used a natural lan-
guage processing method to extract the MO features 
from crime process information and Birks, Coleman, 
and Jackson (2020) introduce an Artificial Intelligence 
framework to identify different crime types in unstruc-
tured crime reports data, as these are often classified 
as a single crime category for administrative purposes.

In this paper, we will build on existing research in order 
to explore the potential and challenges of the applica-
tion of AI methods to extract criminal modus operan-
di features from unstructured open text sources, like 
law court sentences. As often, these court sentences 
are available online and form an accessible and relia-
ble information source that contains validated infor-
mation on criminal activities. The exploration of these 
open sources offers an alternative to the examination 

of classified police information and it also facilitates 
cross-country comparisons.

The use of natural language processing (NLP) tech-
niques for the analysis of court cases narrative texts 
enables the exploration of large volumes of these 
unstructured text documents, the extraction of rele-
vant information, and the uncovering of patterns. For 
instance, the potential of these techniques to support 
sentencing is discussed by Stobbs, Hunter, & Bagaric 
(2017). Medvedeva, Vols & Wieling (2020) demonstrate 
the potential of NLP techniques to support the pre-
diction of judicial decisions of the European Court of 
Human Rights. On the other hand, Wenger et al. (2021) 
have applied NLP for automated punishment extrac-
tion in sentencing decisions from criminal court cases 
sentences in Hebrew, which poses extra challenges 
due to the less availability of tooling for other languag-
es. Das & Das (2017) proposed a two stage approach 
for the automated analysis of a large number of crime 
reports against women in India. The first phase focus-
es on the extraction from online newspaper articles of 
crime reports and its exploration in order to identify 
most frequent observed entities, like names of cities, 
etc. They also show that a second stage of processing 
is required in order to further categorise the identified 
basic entities in order to extract unique and relevant 
modus operandi features. This short literature overview 
shows the importance of the development of a frame-
work with various AI approaches to extract modus 
operandi features from unstructured textual data. As 
such we propose a step-wise approach to analyse au-
tomatic extraction of modus operandi-related features 
via exploration, categorisation, and detection analysis. 
This decomposition enables to align these problems to 
specific functions of text-mining or machine learning 
methods, such as similarity detection, clustering, or 
named entity recognition. Using practical examples 
we demonstrate how this approach enables to auto-
matically extract relevant information from court case 
sentences for analysing modus operandi evolution in 
time.

Methodology

Vijay Gaikwad, Chaugule & Patil (2014) underline the 
importance of articulating the goal of text analysis with 
the appropriate technique functionality. Moreover, Das 
& Das (2017) point out that modus operandi extraction 
is a challenging task specifically due to the complex-
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ity of organised crime. In order to create insights into 
the evolution of the synthetic drugs trade very specific 
details of the criminal process, like the precursors used 
to produce synthetic drugs (which will also influence 
the production process), need to be extracted and 
analysed. On the other hand, other types of crimes 
may require less specific information in order to reveal 
adaptation in the MO. For instance, focusing on the 
type of weapon used in murders can provide insight 
into the trends in murder MO. Therefore, different MO 
questions may require different text analysis technique 
functionalities given the available data at hand. As 
such we propose a step-wise text analytical approach 
for automated extraction of MO features from crimi-
nal court sentences. This approach uses different NLP 
methods to extract and understand information from 
textual data. Some of the methods in our approach 
are based on supervised machine learning, while oth-
ers are based on unsupervised machine learning. An 
unsupervised learning approach uses machine learn-
ing algorithms to analyse and cluster unlabelled data 
sets. These algorithms discover hidden patterns in data 
without the need for human intervention, which yields 
the term “unsupervised”. An example of an unsuper-
vised learning method is topic modelling as it automat-
ically analyses text data to determine cluster “topics” 
that occur in the set of documents. On the other hand, 
a supervised learning approach uses labelled datasets 
that have been designed to train or “supervise” algo-
rithms into classifying data or predicting outcomes ac-
curately. Using labelled inputs and outputs, the model 
can measure its accuracy and learn over time. As an ex-
ample, a supervised method can be trained to perform 
Named Entity Recognition (NER). NER is the method of 
locating and categorizing important nouns and proper 
nouns in a text (like the name of a city or organisation) 
(Mohit, 2014).

Although supervised methods are prone to bias (due 
to the selection and labelling process), the analysis of 
large bodies of data without support is also prone to 
biases as one usually explores the data based on pre-
defined keywords yielding a less objective analysis 
(Birks, Coleman and Jackson, 2020).

Our stepwise approach consists of three main steps 
that focus on different facets of MO extraction: Explora-
tion, Detection, and Categorisation.

The Exploration step aims at getting a grip on the avail-
able data. In this step, broad MO questions can be 

addressed like what are the relevant terms in court 
sentences? Do these terms change over the years? 
Unsupervised methods are well suited for this step. 
Application of such methods is usually preceded by 
a process of tokenisation (separating a given text into 
smaller text pieces, tokens), sentence segmentation, 
parsing and other pre-processing tasks like lemmatiza-
tion (a process that analyses words according to their 
root lexical components). Topic modelling techniques 
are often used to filter and identify the semantic struc-
ture (Landauer, Foltz, & Laham, 1998). Topic models 
are probabilistic methods that aim to discover latent 
themes that are the hidden structure that character-
ise the unstructured text. Depending on the param-
eter setting, which controls the number of categories, 
methods search for global themes or salient local 
themes. The Latent Dirichlet Allocation (LDA) method 
and Latent Semantic Analysis (LSA) method are con-
ventional tools used to extract the various topics from 
the text (Blei, Ng & Jordan 2003). The LDA method ap-
plies a generative process in which the Dirichlet distri-
bution is used to draw random samples from the data. 
With this procedure, a topic can be drawn from each 
word, and each word can be associated with a topic. By 
limiting the number of topics, each word is assigned to 
the most likely topic. Similarly, LSA provides contextu-
al meaning to text (Landauer, Foltz, & Laham, 1998) as 
follows. First, a document-to-term matrix is generated, 
which is then used to decompose the text into dif-
ferent dimensions based on the parameter setting of 
the algorithm. In terms of modus operandi questions, 
unsupervised methods provide a general overview of 
available terms and a nonspecific overview of the un-
derlying structure of the available information, in some 
sense, they offer the possibility of zooming out.

The results of the exploration step provide insight into 
the potential of the available data and also input for 
the Detection and Categorisation steps.

In the Detection step, a further deepening of the anal-
ysis of the available data takes place to identify specific 
MO features and possible links between these features. 
Supervised methods are particularly well suited to ad-
dress these questions (Shabata, Omar, & Rahem, 2014). 
This is particularly of interest when quick and nuanced 
information is required of specific modus operandi 
types. Supervised methods usually require a pipeline 
of annotation (process of labelling text so that it can 
be used by a model), model training, and model eval-
uation. By training the model using the labelled exam-
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ples, it can learn the capability to distinguish and clas-
sify specific information. Models that perform NER are 
very popular and efficient. In particular, the application 
of a supervised model that is trained to perform NER 
requires an existing pre-trained model (for example 
BERT; Devlin et al 2018) or self-trained models. Howev-
er, due to the level of quality (these models are trained 
and require a large corpus of text) of the pre-trained 
models and the number of models that are publicly 
accessible on the internet, using a pre-trained model 
is usually more efficient to perform NER. Moreover, it 
is even possible to add your own entities to the pre-
trained models which could tune the model to a spe-
cific domain. This is especially useful in order to extract 
relevant information about the modus operandi.

The identification process of entities enriches the anal-
ysis with additional information, such as the identifi-
cation of persons, organisations, locations, or modus 
operandi specific information such as weapon and 
drug-related information. Therefore, validated super-
vised models performing NER are a powerful tool to 
quickly enable users to detect and extract specific 
information on modus operandi types and search for 
specific information in large data sets.

The Categorisation step, brings further deepening to 
the analysis by focusing on the detection of modus 
operandi features and their differences and types (for 
instance, which trends in the synthetic drugs modus 
operandi can be identified in a given period?). It can 
be executed when the dataset and more specifically 
the modus operandi question is sufficiently structured, 
and the necessary context (subject matter expertise) is 
available. In this step, a pipeline is formalised in which 
different types of methods are combined. This rang-
es from data transformation techniques like the Term 
Frequency-Inverse Document Frequency (TF-IDF), 
a numerical statistic that demonstrates how impor-
tant a word is in the available data (Ramos, 2003), or 
the classic K-means clustering (unsupervised machine 
learning method that aims to derive a partition of the 
data occurrences into k clusters (Hartigan & Wong, 
1979) and supervised machine learning which uses the 
labels identified by the K-means clustering.

Finally, and as a picture is worth a thousand words, sev-
eral AI algorithms can be used to support the analysis 
and interpretation of the results of the above applica-
tions.

Results

In order to illustrate the potential of the proposed 
step-wise approach, we have conducted some exper-
iments based on the published court case sentences 
on the website of the Dutch Judicial System (www.re-
chtspraak.nl). We focused on the sentence indictment 
component “Tenlastelegging”, which summarises the 
reasoning behind the sentencing based on the evi-
dence. As these open sources do not contain personal 
information (this data has been blurred) the data set 
does not pose ethical and/or privacy challenges. It 
should be noted that the data set is on itself biased as 
it focuses only on published court sentences and thus 
does not cover fully the reality of the criminality.

Exploration step
A first data set was extracted by considering available 
criminal law (in Dutch: strafrecht) verdicts between 
2018 and 2021. This data set was further refined in or-
der to include sentences that contained indictment or 
evidence, which resulted in 19.976 sentences (Jung et 
al., 2022).

In order to gain insight into this large data volume the 
exploration step was conducted. LDA (and a visualis-
ation package pyLDAvis) was applied to uncover topics 
in the data set, see figure below.

In this figure, the identified topics for sexual offences 
are displayed on the left-hand side (topic modelling). 
This can be further analysed by clicking on the topic 
in the top-left corner. When selecting a topic, the ten 
most relevant terms of that topic are displayed on the 
right-hand side in decreasing importance order. As the 
above figure shows, the use of topic modelling sup-
ports the exploration of large sets in order to get an 
overview of the semantic structure in the textual in-
formation.

The potential of visualisation to aid the exploration is 
shown by the application of Scattertext (Python pack-
age to visualise the differences between two categories 
of text according to the term frequencies within each 
class), see Figure 2. This figure displays the comparison 
in frequency of all the words found in the used data set 
(available criminal law verdicts) between the years 2018 
(X-axis) and 2019 (Y-axis). Each dot represents a word 
found in the data set court sentences of 2018 or 2019. 
A dot closer to the top of the plot indicates that this 
word occurred more frequently in 2018, while a dot 

http://www.uitspraken.rechtspraak.nl/
http://www.uitspraken.rechtspraak.nl/
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further to the right of the plot shows that this word oc-
curred more frequently in 2019. At the top-left corner 
“bitcoin” appears which indicates that Bitcoin occurred 

often in court sentences in 2018 but not in 2019. On 
the other hand, ‘amphetamine’ (bottom-right corner) 
occurred more often in 2019 and not in 2018

Figure 2: Example of data visualisation

Figure 1: Example of topic modelling
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This exploration of the data using unsupervised meth-
ods quickly provides insight into the similarities and dif-
ferences in the data and enables analysis across differ-
ent time horizons, without requiring labelling of data. 
On the other hand, the topic clusters found might be 
too similar or too many.

Detection step
In order to illustrate this step, we will focus on court 
sentences related to a more complex type of crime, 
drugs trade, and in particular cocaine trade. As such 
the court sentences related to Strafrecht (Criminal Law) 
ranging from the 1930s to 2022 and containing the 
words cocaine and tenlastelegging (indictment) were 
selected (Dijkstra et al. 2022). In order to identify spe-

cific characteristics of modus operandi of cocaine trad-
ing in the court sentences and possible relations, NER 
was applied (from the open-source library SpaCy). Al-
though the models available have been pre-trained for 
different languages including Dutch, the library model 
was not able to identify entities related to crime, like 
different types of drugs, weapons, and storage spac-
es. Therefore, it was necessary to retrain the model to 
identify these entities. The entities from the NER are 
used in SpaCY displayCy dependency visualiser to find 
relevant sentences and keywords, which are then ex-
ploited to create a graph, summarizing the relation be-
tween the MO cocaine features as shown in the figure 
below.

Figure 3: Possible relations between cocaine modus operandi features

This experimental application of SpaCY NER was able 
to detect specific elements of modus operandi in the 
cocaine trade (means for transport, locations, etc). 
Moreover, the SpaCY displayCy dependency visualiser 
enables visualisation of these entities and their rela-

tionships creating extra insights. Nonetheless, the ap-
plication of NER does require annotation of the data 
by experts in order to increase its performance, and 
also the development of dedicated training data sets 
as well as validation procedures.
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Categorisation step

To illustrate this step court sentences related to syn-
thetic drugs were considered as this has a rather intri-
cate modus operandi. In order to address the research 
question regarding the evolution of synthetic drugs 
MO in the Netherlands, the court sentences related to 
Strafrecht (Criminal Law) up to 2022 and containing the 
words drugs and tenlastelegging (indictment) were se-

lected which resulted in 17.714 drug-related court cases 
sentences (Bertrams et al, 2022). In this preliminary ex-
periment, the textual data were transformed using the 
TF-IDF analysis. Using the TF-IDF on itself can already 
reveal interesting patterns. The figure below shows the 
trend of synthetic drugs and required precursors that 
appeared in Dutch court cases in the last years.

Figure 4: Synthetic drugs and required precursors trends in Dutch court cases

The first row of graphs shows the prevalence of the 
end product is mentioned over time in court cases. The 
second row shows the prevalence of synthetic drugs 
and the precursors and pre-precursors over time.

After the TF-IDF transformation, K-means clustering 
was used to generate several clusters. After exam-
ination of these clusters (and the words that were 
part of the cluster), 4 categories were identified (Pro-
duction, Transport, Selling, and Possession). Using 
the court cases sentence dates the evolution over 
time of these categories can be observed, see figure 
below. In particular, an increased prevalence of court 
cases related to Production is visible around 2017.

These experiments show that the applications of 
categorisation methods does enable identifying 
differences and similarities between specific mo-
dus operandi characteristics. Moreover, they also 
support the analysis of the evolution of specific 
modus operandi features over time. However, the 
application of these methods require pre-identified 
specific modus operandi features that yield differ-
ent modus operandi types. Such specific features 
need to be significant in order to be detected. 
Moreover, like other supervised methods it does 
require manual annotation and training process as 
well as validation.
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Figure 5: Evolution over time of the occurrences of four synthetic drugs MO feature categories

Conclusions

The quick pace of technological innovations poses in-
creasing challenges and opportunities to policing. As 
criminal organisations profit from these technological 
advances and quickly adopt new technology there is 
a pressing need to acquire insight into adaptations in 
the used criminal methods of operations, Modus Op-
erandi (MO), and their evolution over time.

In this paper, we build on existing research in order to 
explore the potential and challenges of the applica-
tion of AI methods to extract criminal modus operandi 
features from unstructured open text sources, like law 
court sentences. Court sentences provide an accessible 
(as they are often available online) and reliable infor-
mation source that contains validated information on 
criminal activities, although not complete. Nonethe-
less, they form a solid basis for MO analysis and offer an 
alternative to the examination of classified police infor-
mation. Moreover, the use of court case sentences also 
facilitates cross-country comparisons. The automatic 
analysis of court cases narrative texts using natural 
language processing (NLP) techniques enables the ex-
ploration of large volumes of court sentences, the ex-
traction of relevant information and the uncovering of 
patterns. Consequently, it reduces the effort and time 
spent by crime analyst resources and it also supports 
an objective extraction process as the manual extrac-
tion of MO features by different crime analysts is more 
prone to errors and biases.

The inherent complexity of modus operandi and the 
unstructured character of law court sentences yield 
the need to align and structure the modus operandi 
questions with the appropriate methodologies. In fact, 
different MO features–related questions demand differ-
ent approaches that vary from exploration, detection, 
and categorisation analysis. Therefore, the proposed 
stepwise approach offers support when tackling differ-
ent MO features-related questions.

The preliminary experiments conducted show the po-
tential but also highlight the caveats to its application 
in policing practice. In particular, they emphasise the 
need to consider the criminal context when applying 
AI and suggest the importance of establishing mul-
ti-disciplinary teams and stimulating a stronger coop-
eration between data scientists and IA specialists with 
crime analysts. Moreover, the experiments also reveal 
the importance of developing transparent data anno-
tation schemes in order to support the development 
of unbiased supervised methods as well as creating 
training sets for the AI methods as also mentioned by 
Gumusel et al (2022).

Finally, more research is needed to further explore this 
initial effort in practice and to analyse its potential for 
cross-national comparisons.
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Abstract

The port of Rotterdam is an important gateway to Europe and an important logistic hub for global trade. 
However, factors that ensure the competitive position of the port of Rotterdam are also attractive for 
drug criminals. In this paper the findings of an empirical study on the potential of AI and data science in se-
curing ports against undermining crimes are presented. The study consisted of a qualitative research, 
which was conducted through semi-structured interviews, in-depth interviews, and an expert meeting. 
The findings of this research show that developments in Data Science and AI at ports could have a strong effect 
on reducing the vulnerability of ports against illegal activity. With the advent of smart technologies, the vulner-
able human factor (in the context of undermining crime) in port processes could, gradually, become less impor-
tant and be replaced by technology. However, new vulnerabilities may arise in the field of data ownership and 
cybersecurity. To realise the potential of AI and Data Science to protect ports from undermining crime, attention 
must be paid to these vulnerabilities, as well as ensuring the acceptance of the new (automated) technologies 
and adopting a systems approach.
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Introduction

In this contribution2, we describe the possibilities that 
technological developments (in data science and Arti-
ficial Intelligence) at ports could offer for reducing the 
vulnerability of ports to undermining crime. In addi-
tion, we consider what would be required to realise this 
potential of data science and AI in the short and long 
term and what new vulnerabilities may arise. This con-
tribution is based on international academic literature 
and the results of our own exploratory research3, which 
focused on the relationship between technological 
developments in seaports (the movement towards 
Twin Harbours) on the one hand, and the vulnerability 
of ports to undermining criminal activities (particularly 
the import of drugs) on the other (see Tops, P., van den 
Heuvel, W., de Groes, N., & Gravenberch, V., 2021).

Seaports play an important role in world trade and are 
also a major hub in the international drugs trade. Inci-
dentally, it is not only about drug trafficking (although 
that is a very important category), but also about arms 
trafficking, human trafficking, and trade in counterfeit 
products. The intrinsic interconnection between the 
legal and illegal world plays a major role in the daily 
reality of ports. This also applies to the Dutch seaports, 
with the port of Rotterdam in the lead (see also Star-
ing et al., 2018). Rotterdam is the gateway to Northwest 
Europe and an important logistics hub for world trade 
(Port of Rotterdam 2019; Jacobs 2000, in Roks, Bisschop 
& Staring, 2021). The quality of the port facilities and the 
logistical efficiency of the Port of Rotterdam are not 
only beneficial for the legal economy, such as excellent 
accessibility by water, rail and road; high-quality port 
infrastructure and the efficient handling of containers 
and cargo (Port of Rotterdam, 2019; Van der Horst et 
al., 2019; in Roks, Bisschop & Staring, 2021), but also for 
undermining crime. This has led, among other things, 
to the port of Rotterdam becoming the main gate-
way for cocaine for Europe (UNODC, 2018, in Staring 
et al., 2019). With a certain regularity, reports on new 
‘record drugs seizures’ appear in the Dutch media. In 
September 2021, an enormous quantity of cocaine of 
4,022 kilos was intercepted in the port of Rotterdam, 
with a probable street value of more than 301 mil-
lion euros (Public Prosecutor, 2021). In the same month, 
the police removed nine suspects from a container in 
the port of Rotterdam. These persons had broken into 

2 The authors wish to thank dr. Vlad Niculescu-Dincă (Institute of Security and Global Affairs, Leiden University) for his stimulating com-
ments on an earlier version of this contribution.

3 Throughout the text this research is referred to as Tops et al. (2021) or short the study.

the container to take drugs out of the container and 
called the police after they had trouble breathing in 
the container (NOS, 2021). In 2020, over 40.000 kilos of 
cocaine were detected in containers in the port of Rot-
terdam. This was approximately 7.000 kilos more than 
in 2019 when 33.732 kilos of cocaine were intercepted. 
The total street value of cocaine seized was over EUR 
3.5 billion. There is a trend in the interceptions towards 
increasingly large shipments: in 2020, 12 consignments 
above 1.000 kilos were intercepted (HARC team, 2021). 
It is assumed that the above figures of drug seizures in 
the port of Rotterdam are just the tip of the iceberg, 
as only a small proportion of the 7.5 million contain-
ers that pass through Rotterdam annually are checked 
(NOS, 2021).

The most vulnerable factor at ports from an organised 
crime perspective is the human factor (Hiemstra & de 
Vries, 2021). After all, there are tens of thousands of 
people working in the ports who – given their relative-
ly low incomes – can ‘easily’ be bribed or threatened 
(Tops et al., 2021). The consequences of undermining 
crime at seaports are great:

• The corruption of organisations, such as security com-
panies, customs, transhipment companies (see Nelen & 
Kolthoff, 2017; Bisschop et al., 2019);

• The attraction to young people in particular, who for ex-
ample take the drugs out of the containers (see Verseput 
& de Haan, 2021; Ghosen, 2021)

• The use of violence, in the form of liquidations, mistaken 
murders, shooting incidents (see, among others, Meeus, 
2019).

Interestingly, the vulnerable human factor (in the con-
text of undermining crime) is likely to disappear from 
the ports as the role of technology increases and grad-
ually takes over human activities. Digitalisation means 
that the human factor could be removed from the pro-
cess. For example, crane operators could be replaced 
by automated cranes, border police could be replaced 
by smart containers, truck drivers could be replaced 
by self-driving cars and harbour masters could be re-
placed using smart ships that contact docks directly to 
check availability and make reservations without the 
need for human intervention (Van den Heuvel & Tops, 
2021). These technological developments can poten-
tially play an important role in securing ports against 
undermining crime. For example, the development of 
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‘smart containers’ will probably make it considerably 
more complicated to use containers for criminal pur-
poses. Smart containers can only be opened at specif-
ic geographical endpoints, so-called ‘geofencing’, and 
accurately record (permanently and in real time) the 
contents, weight (and changes in weight) and trans-
port movements of the container. These technological 
developments could make the criminal exploitation 
of containers for criminal purposes less attractive, as 
criminals choose the path of least resistance (Tops et 
al., 2021).

This contribution explains, from a long-term perspec-
tive, how vulnerabilities in seaports could be reduced 
through the application of Data Science and AI. This 
contribution addresses an important gap in the scien-
tific literature; the lack of literature about the use of dig-
itisation and Data Science to reduce the vulnerability 
of ports to criminal (drugs) activities. A literature review 
by Van den Heuvel and Tops (2021) on (improved) se-
curity of (smart) ports, revealed that the vast majority 
of the analysed scientific literature relates to potential 
(new) technologies, tools and methodologies, while 
the number of actual experience reports, longitudi-
nal studies, empirical experiments and case studies is 
limited. Only a few papers explicitly address the rela-
tionship between ports and security (e.g. Lokulaluge 
et al., 2012; Poikonen, 2021). However, the role that 
digitisation and Data Science can play in reducing the 
vulnerability of ports to criminal (drug) flows has not 
been studied yet. As one of the main pioneers in the 
application of Data Science and AI technology in ports, 
and also a location where a lot of drug-related crime 
takes place, the Port of Rotterdam serves as a good 
case study to explore the potential of Data Science 
and AI in securing ports against undermining crime. 
Furthermore, this contribution emphasises that strong 
attention should be paid to the human factor – even in 
an automated and very digitalised future of seaports. 
This strong suggestion is highlighted by proposing 
that the leading model in studying acceptance and 
usage of new technologies – the Technology Accept-
ance Model, which assumes an active user and close 
proximity to the technology – should be reviewed for 
automated environments in which the user could have 
a more supervisory and distant role in the interaction 
with the technology.

Content

This contribution begins with an explanation of the 
methods used in the research and with a further ex-
planation of the Technology Acceptance Model. We 
outline the trend of smart ports that could increasingly 
operate autonomously using the example of a smart 
container (Container 42). We then discuss the potential 
of Data Science and AI in reducing the vulnerability of 
ports to undermining crime using the findings of our 
own research, after which we consider important con-
ditions to realise the potential and new vulnerabilities 
that might arise. We conclude this contribution by pre-
senting a conclusion and recommendations.

Methods

This article draws mainly on the exploratory research 
of Tops et al. (2021). This practical exploration of the 
potential of Data Science and AI in reducing the vul-
nerability of ports to undermining crime consisted of 
two phases. The first phase consisted of an explora-
tory phase where relevant stakeholders were inter-
viewed using semi-structured interviews with a topic 
list, which also included relevant questions related to 
the acceptance of automated technologies in order to 
discover new factors that might be of relevance to ad-
just the Technology Acceptance Model for automated 
technologies. The interviewees were selected based 
on their involvement in and knowledge of the issue of 
undermining crime at seaports. Amongst them were 
security professionals from the port of Rotterdam and 
the port of Moerdijk, the seaport police of Rotterdam 
and a senior researcher on port economics. In the sec-
ond phase, the conclusions and observations from the 
interviews of the previous phases were presented to 
a broader forum of experts during an expert meeting 
and were tested against their experience and exper-
tise, using the Delphi method.

Technology Acceptance Model
While a wide range of models exist that focus on the 
acceptance of new technologies by the active user, 
few if any models focus on the acceptance of automat-
ed technologies – where the role of the human (the 
user) is tending to decline. Technology-acceptance 
models, like the Technology Acceptance Model (TAM) 
(Davis, 1986), focus on the acceptance of technologies 
where a user has an active role. However, in the case 
of smart ports, the role of the user could gradually be-
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come smaller, more passive or could even disappear 
completely in the long run. Therefor it is important to 
reconsider the factors that stimulate acceptance and 
usage of the new automated technologies in the TAM 
and consider a new acceptance model for automated 
technologies. In the research of Tops et al. (2021), the 
TAM was used as guideline to discover and analyse if 
and what new factors could be of relevance for the 
acceptation and usage of automated technologies in 
future smart seaports.

The TAM (Davis, 1986) is a leading model for explain-
ing or predicting individual technology acceptance. 
This model illustrates how users come to accept and 
use technology. The TAM states that users’ behavioural 
intention to use technology is influenced by the per-
ceived usefulness and perceived ease of use of the 
technology (Venkatesh & Davis, 2000). According to 

Davis (1989), perceived usefulness – the belief that us-
ing the new system will increase performance – and 
perceived ease of use – the extent to which a person 
believes that using a particular system will be effort-
less – are the two main indicators that influence the use 
of technological systems. Davis, Bagozzi and Warshaw 
(1989) stated that the ability of TAM to explain individu-
als’ attitudes and behaviour towards technological sys-
tems also depends on external variables. These exter-
nal variables simultaneously influence perceived ease 
of use and perceived usefulness. What these external 
variables are, depends on the environment in which 
the research is conducted. Colvin and Goh (2005) vali-
dated the TAM for police officers and showed that the 
findings of the TAM were empirically supported in law 
enforcement environments.

Figure 1. Technology Acceptance Model (TAM) (Venkatesh & Davis, 1996, p. 453).

Venkatesh and Davis (2000) extended the original TAM 
by including subjective norms and cognitive process-
es, resulting in TAM2 (Lin et al., 2004). Social influence 
processes, subjective norms, voluntariness, image, 

cognitive processes, job relevance, output quality, de-
monstrability of results and perceived ease of use are 
included as factors in TAM2.
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Figure 2. Technological Acceptation Model 2 (TAM2) (Venkatesh & Davis, 2000).

The trend towards ‘digital twins’ and 
‘smart ports’

Digital Twins are a digital reflection of a physical or cy-
ber-physical object and were developed in the Smart In-
dustry (Industrie-4.0), also known as the fourth industrial 
revolution. The fourth (and current) revolution is charac-
terised by new technologies that increasingly influence 
social, industrial, economic, and governmental disci-
plines, such as big data applications, artificial intelligence, 
robotics, 3D printers, autonomous vehicles, mobile inter-
net, Internet of Things (IoT) and Cloud technology (Ernst 
et al., 2019). According to Schwab (2016), with the advent 
of big data and technological innovations, a fourth rev-
olution has begun that, more than previous industrial 
revolutions, is unique in scope, complexity and speed. 
Digital twin technology is applied in the domain of smart 
cities, but this technology has also made its appearance 
in the domain of seaports (Van den Heuvel & Tops, 2021).

The ambition of the Port of Rotterdam is to become the 
‘smartest port’ in the world (Port of Rotterdam, 2019) 
and to this end, it has joined forces with several global IT 
players (IBM; CISCO) to develop a digital twin of the port; 
Twin Harbour. The development of digital twins aims to 
go beyond what is possible in the physical world using 
traditional processes. This approach is made possible by 

recent advances in IoT technologies, including sensors, 
wireless connectivity, and artificial intelligence. In theory, 
digital twins enable a holistic digitisation of harbour ob-
jects within their spatial-temporal context, going beyond 
simple automation and digitisation of traditional human 
processes. The Twin Harbour forms a system-of-systems 
in which every object in a harbour, ranging from build-
ing, dock to bollard, can be imitated, observed, and con-
trolled by means of a digital twin. In a Twin Harbour, phys-
ical objects will – in theory – be digitally available and 
interact with each other in an automated way without 
human intervention. This means de facto that the need to 
exchange (electronic) documents through human actors 
could gradually disappear and make way for direct com-
munication between the digital ‘smart’ objects in a Twin 
Harbour through automated messages. This could lead 
to ‘smart harbours’ that are increasingly populated by au-
tonomous smart objects, ranging from ‘static’ smart con-
tainers to dynamic vehicles including trucks and ships.

A crucial part of (smart) seaports, are containers. Approxi-
mately 90% of all trade is conducted via maritime contain-
ers, of which more than 500 million are shipped annually 
in the supply chain. This incredible quantity of containers 
travelling by sea from country to country and continent 
to continent makes them a prime target for individuals or 
organised groups involved in illicit drug trafficking, arms 



270

European Law Enforcement Research Bulletin – Special Conference Edition Nr. 6

trafficking, or human trafficking and for those involved in 
the production and supply of counterfeit products (Tops 
et al., 2021). Both customs and other authorities were 
surprised during the 1980s with the use of containers 
by international drug cartels and smugglers. The latter 
made clever use of the anonymity, relative concealment, 
reliability, and efficiency of containers to transport drugs 
(Levinson, 2016). For example, essential raw materials for 
synthetic drugs, the so-called precursors, are mainly pro-
duced in China. From China they are transported to the 
Netherlands, often via containers, to be converted here 
into the desired end product, i.e., ecstasy, amphetamine 
and methamphetamine. A large proportion of these end 
products are then distributed around the world. Without 
a sophisticated international logistics system, none of 
this would be possible; containers play a crucial role here 
(Tops, van Valkenhoef, van der Torre, & van Spijk, 2018). 
This has allowed local drug producers to grow into in-
ternational players where the location of customers is of 
minor importance, given the low costs of transport. After 
all, containers proved to be just as efficient for transport-
ing legal as illegal products, including drugs, immigrants, 
counterfeit products, and weapons/munitions. The glob-
al dependence on maritime trade, combined with so-
phisticated methods of concealment by drug traffickers 
or product counterfeiters and diverse smuggling routes, 
make successful interception and intervention a difficult 
task. Previously, the focus was mainly on the physical se-
curity of containers; the demarcation of container storage 

areas and access controls. However, this focus is broader 
nowadays, due to the many possibilities offered by AI and 
Data Science. For example, container security is increas-
ingly equipped with ‘smart’ automated systems, for ex-
ample biometric access controls that use computer vision 
technology, resulting in ‘smart containers’.

A concrete example of a smart container can be found 
in the port of Rotterdam under the heading of ‘Contain-
er 42’. The ‘Container 42’ project is a good example of 
the digital transformation that the Port of Rotterdam is 
pursuing, as the port has the ambition to become the 
smartest port in the world (Port of Rotterdam, 2019). The 
‘Container 42’ project, which started in 2019, is commit-
ted to developing a smart container equipped with doz-
ens of sensors to detect vibration, temperature, GPS po-
sition, noise, and air pollution, among other things. The 
data generated by these sensors will enable the con-
tainer to make decisions autonomously to a certain ex-
tent. An essential part of the smart container is a ‘smart 
lock’ that can determine exactly where and when a con-
tainer was opened and can indicate in advance where 
a container may be opened by applying ‘geofencing’ 
technology (Van den Heuvel & Tops, 2021). Thanks to the 
smart lock, containers can be used less easily for criminal 
purposes (such as the illegal transport of drugs). Con-
tainers are an essential part of seaports, and thus also of 
the concept of ‘smart ports’, and could potentially make 
the port system less vulnerable to criminal exploitation.

Figure 3. Container 42 (Onze Haven, 2020).
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The potential of AI and Data Science in 
reducing the vulnerability of ports to 
undermining crime

In this section, we explain the potential of AI and Data 
Science in reducing the vulnerability of ports to under-
mining crime. We do this by using relevant literature 
and findings from our own research (Tops et al., 2021). 
This section focuses on the following argumentation, 
which will then be discussed step by step.

1. Recent years have shown increasingly better 
physical security at ports (e.g. through better sur-
veillance, access passes, smart fencing);

2. As a result, criminal attention has shifted to the 
human factor (bribing people to gain access to the 
port area); Therefore,

3a. On the short term, we need to pay more atten-
tion to the human factor because this risk is not 
likely to disappear soon.

3b. On the long term, we could reduce these vul-
nerabilities by investing in promising techno-
logical developments (Twin Ports, Container 42, AI, 
Data Science) which announce amongst others 
to diminish the importance of the human factor.

Step 1. Recent years have seen an increase in the 
physical security of ports (e.g. through better 
surveillance, access passes, smart fencing)
Seaports constitute logistical infrastructures that are 
vulnerable to international drug trafficking; it is a phe-
nomenon that has been extensively documented 
(Staring et al., 2019; Sergei et al., 2021; Noordanus et 
al., 2020; Tops & Tromp, 2021) and also acknowledged 
in government documents (BOTOC, 2018). In recent 
years, there has been significant investments in the 
physical security of ports, including the deployment 
of entrance gates, guards, surveillance vehicles and ex-
tensive camera surveillance (Roks, Bisschop, & Staring, 
2020). Based on interviews, Nelen and Kolthoff (2017) 
found that stakeholders in the port have succeeded in 
using combined efforts to significantly raise the thresh-
old for criminal activities in the port area through risk 
analysis and stricter supervision.

In this and other ways, ports have worked on improv-
ing their physical security in recent years. They all have 

in common that they try to make it more difficult for 
‘unauthorised persons’ to gain access to port areas.

Step 2. As a result, criminal attention has shifted 
to the human factor (bribing people to gain 
access to the port area)
However, the downside of success in improved securi-
ty is that criminals increasingly rely on contacts within 
the port area to secure and relocate drugs or other il-
legal goods (Nelen & Kolthoff, 2017). With the improve-
ment of physical border gates to the port, the focus 
from the criminal organisations has shifted to trying to 
influence the human factor (Roks, Bisschop & Staring, 
2020). Hiemstra and de Vries (2021) therefore conclude 
in their report that the greatest vulnerability, exploita-
tion, and risk associated with any port processes is the 
human factor. After all, a wide range of port employ-
ees have physical access to port sites, insight into the 
refinement of port logistics and detailed knowledge 
of container numbers and -locations, security meas-
ures and supervision (Roks, Bisschop & Staring, 2020). 
They represent the human vulnerabilities at ports, as 
they can be corrupted or coerced by criminals into 
involvement in drug trafficking. These workers range 
from port workers (including crane operators, security 
staff) to police officers and customs officials (Nelen & 
Kolthoff, 2017; Meeus, 2019).

Both the literature consulted, and the experts inter-
viewed in the research of Tops et al. (2021) underline 
the development that better physical security has led 
to a shift in criminal attention to the human factor at 
the port.

Step 3a. However, on the short term, we need to 
pay more attention to the human factor because 
this risk is not likely to disappear soon
The ambition of ports such as Rotterdam and Moerdijk 
to operate as ‘smart ports’ within ten years may have 
major consequences for the required human work-
force, which is expected to diminish. The vulnerability 
of ports in terms of undermining crime could there-
fore decrease. However, the exploratory study by Tops 
et al. (2021) shows that the human factor at ports will 
not disappear completely in the short term, the redun-
dancy of the human factor as a result of technological 
developments at ports might only be realistic in the 
long term. In the current phase (and in the near future) 
of smart ports, human resources still have an impor-
tant role to play. First of all, for data analysis. In the long 
run, it may be possible for technology itself to inter-
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pret data from dashboards by training AI technologies, 
without the need for human analysts. However, the ex-
perts interviewed in our own research do not see this 
happening in the near future. Moreover, some physical 
functions will remain reserved for humans – at least 
in the near future – such as lashers, rowers, pilots and 
steersmen. Lashers are people who secure all kinds of 
cargo in ships, also known as cargo-lashing. A rower is 
someone who helps seagoing vessels to dock and un-
dock in ports. Pilots advise the captain or helmsman 
when entering or leaving the port. Helmsmen have the 
task of ensuring that all tasks on board are carried out 
properly and safely. They are an essential link between 
the skipper (or captain) and the rest of the crew and 
must be able to replace the skipper if necessary. The 
experts interviewed in the study strongly agree that 
these functions will still be performed manually in the 
near future and will not be replaced by technology 
soon. Even if the consultation for entering and leaving 
the port takes place remotely instead of physically on 
board, this must – because of the possible dangerous 
consequences of an error – still be done by people, ac-
cording to a port expert.

Step 3b. On the long term, we could reduce 
these vulnerabilities by investing in promising 
technological developments ((Twin Ports, 
Container 42, AI, Data Science) which announce 
amongst others to diminish the importance of the 
human factor
Digital Twins at ports seems a (distant) prospect, but 
developments are already underway. Digital twins can 
be defined as “the right data available at the right time 
and place, anytime and anywhere”, according to an in-
terviewed employee of the Port of Rotterdam (Tops et 
al., p. 81). For example, a container ship in ‘the smart 
port of the future’ can be considered as “a large amount 
of data on the move, bundled in many thousands of 
intelligent containers on the ship” (Kuipers, Koppenol, 
Paardenkooper, & van Driel, 2018, p. 167). Interestingly, 
the vulnerable human factor (in the context of under-
mining crime) could disappear from ports as the role 
of technology increases and gradually takes over hu-
man activities in the smart ports of the future. These 
technological developments can potentially play an 
important role in securing ports against undermining 
crime. A concrete example of the development of Dig-
ital Twins at ports is Container 42. The development of 
‘smart containers’ is likely to make it significantly more 
difficult to use containers for criminal purposes, due to 
technological security mechanisms (such as geofenc-

ing) and accurate recording of the container’s move-
ments, weight and temperature (and deviations within 
these factors). Container 42 illustrates that a solution 
to securing logistic hubs, such as ports, against under-
mining crime does not lie in Data Science alone, but in 
a combination of Data Science with physical modifica-
tions of (objects of) the port. Container 42 is a physical 
development coupled with data and is therefore an 
example of the vision of a digital twin (a data develop-
ment) reduced to one object (a physical development).

How to realise the potential of AI and Data Science to 
make ports less vulnerable to undermining crime

The findings of Tops et al.’s (2021) research show that it 
might be worthwhile to continue to monitor techno-
logical developments at ports, with an eye to what it 
can deliver in the fight against undermining. Indeed, 
the discussed technological developments at ports, 
and thus the trend towards smart ports in the future, 
may have several positive effects in the long term:

• Making it physically more difficult to enter ports and 
containers.

• Detecting contraband.

• Provide detection information using smart sensors on 
the container.

• Reducing human actions in the process of container 
transport.

However, the technological developments should not 
be taken for granted or considered a silver bullet solu-
tion in themselves. To realise the potential of AI and 
Data Science to protect ports from undermining crime, 
attention must be paid to the following aspects:

a) ensuring the acceptance of the new (automated) 
technologies.

b) adopting a systems approach.

Ensuring the acceptance of the new (automated) 
technologies
As described in step 3a (section 5), the human factor 
is still here to stay; in the short term for physical pro-
cesses in the port, but also in the long term for the 
design of algorithms. The study enabled the explora-
tion of factors that port experts consider relevant for 
the acceptance and usage of these new technologies. 
The Technology Acceptance Model (TAM) was used as 
a guiding model to explore these factors.
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First of all, the results of the interviews with port ex-
perts show that a socio-technical approach is desirable 
when discussing the potential of these new technolo-
gies. The majority of the experts talked about the tech-
nological innovations in a rather deterministic way, for 
example “The technology will lead to better security” 
or “The obligation of smart containers will lead to more 
stakeholders making use of it” (personal communi-
cation, 29 November 2021). However, as the field of 
Science and Technology Studies (STS) points out, it 
is important to consider the interaction between the 
technology and practitioner (e.g. Tromp, Hekkert & Ver-
beek, 2011; Mali et al., 2017; Meijer et al., 2021). For exam-
ple, in studies about the use of algorithms in policing 
it is shown that human employees still have the task 
to enrich the data from algorithms to come to mean-
ingful insights to act on the output when performing 
their working tasks (Mali et al., 2017) and that the out-
come of the process of organizational rearrangement 
around the use of an algorithm is not determined by 
the technological features itself but by social norms 
and interpretations of the facilities of algorithmic sys-
tems (Meijer et al., 2021).

Keeping that in mind, the interviews from the study by 
Tops et al. (2021) gave a first impression of new factors 
that might be relevant for the acceptance and usage 
of new automated technologies. Two factors were 
considered by the experts to have a positive influence 
on the external factor ‘job relevance’ of the TAM. The 
experts stated that ports (and their stakeholders) must 
be prepared to accept that some technological inno-
vations will not have an impact within ten years but 
may have an extremely positive impact in the longer 
term. This underlines the importance of patience in 
the acceptance and use of new technologies in smart 
ports. Innovation is often accompanied by frustration, 
as organisations need to see technological innovations 
in a long-term perspective and consider the long-term 
relevance of innovations. Patience and long-term per-
spective relate to job relevance.

The factor ‘result demonstrability’ from the TAM was 
considered to remain relevant in smart ports. In the 

study, this is illustrated by the programme manager of 
the Port of Rotterdam: “People see objections in things 
that may not matter, such as solar panels of containers 
being blocked when stacking containers. But that is 
not the point: for example, you can spray the container 
with special paint that extracts energy from sunlight. 
People are surprised by the world suddenly changing.” 
(personal communication, 27 September 2021). Re-
sistance is an unintended effect that can occur when 
using new technology (Manning, 1992). Knowledge of 
the underlying reasons why a new system may or may 
not be beneficial has a positive effect on the intention 
to use new technology.

According to expert statements in the study, there 
must be a sense of urgency among port employees 
to secure the port against undermining crime. The 
perceived usefulness of technology is expected to be 
influenced by security awareness. Security awareness 
among port employees and stakeholders could be an 
important factor to have a positive effect on the per-
ceived usefulness of new technologies at smart ports.

In the study, interviewed experts suggested that the 
voluntary factor in the TAM could be replaced by 
moral or legal obligation in the case of smart technol-
ogies; transport services and users of container trans-
port should be mobilised to use smart containers to 
ensure the safe transport of goods with little or no 
opportunity for undermining crime. For example, by 
introducing a so-called fast lane in which organisa-
tions receive a discount for the use of safe containers. 
Another possibility is to legally require the use of safe 
(smart) containers. Another solution suggested in the 
study is to reward the use of smart containers (or other 
smart technologies); a form of moral obligation. How-
ever, replacing voluntariness with obligations does not 
necessarily mean a greater acceptance and usage of 
the technologies. Here again it should be stressed that 
a socio-technical approach is needed that takes into 
account the interaction between the practitioner and 
technology.
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Figure 4. An adjusted TAM for automated technologies in smart ports, with in green the factors found to be relevant by port 
experts (based on TAM2 (Venkatesh & Davis, 2000), adjusted by the authors).

Adopting a systems approach
The expert meeting that took place in the study con-
firms that technological developments in the field of 
Data Science and AI have the potential to reduce the 
vulnerability of ports to undermining crime. However, 
this potential could only be realised when stakehold-
ers feel responsible to invest in the developments. The 
stakeholders involved, however, face the dilemma of 
who can be held responsible for undermining crime 
within the container transport chain. Because of the 
many different stakeholders involved – shipping com-
panies, ports, cargo owners, etc. – each with their own 
interests, the question of responsibility is one that is 
often wrestled with. The stakeholders involved are de-
pendent on each other in the logistics chain; “We are 
all part- and moral owners... No one feels ownership 
to solve it either.” (Tops et al., 2021, p. 84). The dilemma 
of responsibility is of great importance in the context 
of tackling undermining crime, because a shared sense 
of responsibility can drive new (technological) inno-
vations. There is an awareness among those involved 
that several stakeholders must be mobilised to achieve 
technological developments in container transport 
and that technological developments must there-
fore be viewed from a systematic approach and with 
a long-term perspective.

The expert meeting revealed the need for an exchange 
of knowledge and expertise between the parties. On 

the one hand, to learn from each other’s issues – and 
the projects currently being carried out in this area – 
and, on the other, to prevent a waterbed effect in 
which criminals move to ports that are technologically 
less developed. Since criminals also continue to devel-
op (technologically), it is important to join forces and 
work together. “Alone you go faster, together you get 
further” (ibid., p. 86). The experts in the study make two 
recommendations in the context of this desired coop-
eration. First of all, they recommend to create a joint 
agenda with projects in the field of undermining crime 
and technology at ports. This can help to prioritise and 
distinguish between the fragmentations of projects 
in this area. The second recommendation relates to 
benchmarking: establishing a lower limit and making 
effects measurable. Establishing a lower limit for mini-
mum performance can help in addressing other ports, 
also at the European level. In addition, benchmarking 
can possibly contribute to measuring the effects of 
technological implementations.

Possible new vulnerabilities at smart ports
To realise the potential of Data Science and AI in pro-
tecting ports from undermining crime, it is necessary 
to consider possible new vulnerabilities that may arise 
as a result of digitalisation. One potential new vulner-
ability consists of digital attacks that can lead to the 
interruption of port processes. The interviews in the 
study by Tops et al. (2021) outline the expectation that 
in the future the context of ports – or the digital infra-
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structure – will be attacked, so that from that context 
the port becomes vulnerable; “In the future, you will 
not be attacked yourself, but digitally, without damag-
ing the physical object” (ibid., p. 82). For example, you 
only need to attack one terminal to bring down the 
whole system. The 2017 Russian cyber-attack victimis-
ing the Maersk container company demonstrates the 
dependence on digital infrastructure. Russian military 
hackers spread the ransomware NotPetya via vulner-
abilities in Ukrainian accounting software, which they 
had previously hacked into. The spread of the ran-
somware was not limited to Ukraine and affected var-
ious companies and organisations worldwide, causing 
damage estimated at many billions of euros. The Rot-
terdam branch of the container company Maersk was 
also a victim. Container transport via the port, motor-
way and railway came to a stop, resulting in traffic jams 
(Scientific Council for Government Policy, 2019). Anoth-
er example comes from the port of Antwerp. In the 
port of Antwerp, hackers manipulated the terminals of 
two large container handling companies on behalf of 
a Dutch drug gang. The IT specialists used malicious 
software that was sent by e-mail. They also broke into 
offices to get information. This enabled the gang to get 
to the containers before the carrier did (Van Maanen, 
2019). These examples underline the importance of cy-
ber security in ports, a necessity that is also increasing 
with the increasing digitalisation of ports.

Not only the technology itself, but also the people be-
hind the technology can become targets for criminal 
purposes, what – again – stresses the need for a so-
cio-technical approach when monitoring the tech-
nological developments of smart ports (e.g. Nicules-
cu-Dinca, 2021). Although technological progress can 
be seen as reducing the opportunities for illicit traffick-
ing by fragmenting chains of authorities and creating 
shared information storages, it also brings new chal-
lenges and shifts certain risks (Sergi, 2020b). By making 
technologies more secure, people who have access to 
them may themselves become targets. Since it can be 
difficult for most criminals to remotely access comput-
er systems, this can lead to attempted corruption of 
back office personnel rather than port workers at ter-
minal sites (Easton, 2020, in Tops et al., 2021).

Conclusion and recommendations

This contribution shows that Dutch ports have both 
the ambition and the potential to operate as ‘smart 
ports’ within ten years and to minimise the vulnerable 
human factor in ports in terms of undermining crime. 
The developments of smart ports are promising, for 
example smart containers. How relevant these tech-
nologies are going to be ‘tomorrow’ is constructed to-
day. We can do that by carefully studying and building 
knowledge about their potential and in this way work-
ing towards fulfilling their potential. Tops et al. (2021) 
recommend that the undermining domain, much 
more than now, take this development into account in 
the process of developing different types of approach-
es to undermining.

However, the technologies should not be taken for 
granted or considered a silver bullet solution in them-
selves. Therefore, based on this study and arguments, 
we call attention to the following aspects:

1) To realise the potential of AI and Data Science to 
protect ports from undermining crime, two things are 
important:

a) ensuring the acceptance of the new (automated) 
technologies. The fact that the human factor is for 
now and in the near future still here to stay, calls 
for a socio-technological approach when monitor-
ing the practitioner-technology interaction with 
the automated technological innovations in smart 
ports.

b) adopting a systems approach. The long-term 
goal is system change; container 42 is a metaphor 
for this and a concrete starting point. In this case, 
Container 42 should not be seen as a separate pro-
ject, but as a fundamental realisation of a change 
strategy.

2) Even if fully implemented, criminals may find a differ-
ent modus operandi (therefore the importance of cy-
bersecurity in ports). Not only the technology itself, but 
also the people behind the technology can become 
targets for criminal purposes. What calls for the contin-
ued need to pay attention to the human factor (securi-
ty partitioners and their interaction with technologies) 
also in the future?
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So, in light of all these insights, we make a couple of 
concrete recommendations:

• Keep a good eye on AI and Data Science develop-
ments at ports. This applies to professionals active in 
the undermining domain, ranging from academics 
as well as law enforcement practitioners. Herein also 
lies a task for the government to provide insight and 
overview in how these developments will evolve. This 
does not only apply to developments in large ports 
such as Rotterdam, but also in smaller ports. The gov-
ernment could for example be of assistance in the 
alignment of various projects and the development 
of policy for smaller ports. 

• Discussing of data governance between the stake-
holders – who owns the data, who is allowed to use 
the data, what is the quality of the data and what pos-
sibilities do investigative bodies have for accessing 
this data? These discussions are gaining new inputs 
as a result of developments – including trustworthy 
AI. The insight into data is shifting towards insight into 
the AI models that underpin the new generation of 
digital technology with which ports will be managed, 
using the Twin Harbour metaphor. This calls for new 

policies and regulations regarding the sharing of data 
and models.

• Developing a common and orchestrated strategy on 
Data Science and AI at ports and its connection to 
undermining crime at ports, on a national and inter-
national level. The consequences and significance for 
not only the Port of Rotterdam but also other (smaller) 
ports in the Netherlands will have to be closely mon-
itored and the knowledge (including the technology) 
will have to be transferred, also in an EU context, to 
prevent a waterbed effect.

• The entire chain (logistics, justice and production) will 
have to be included in a holistic system approach. Try 
to develop technology or standards together with 
the other partners in the chain (e.g. for improved 
sharing of (big) data and/or AI models); so-called 
smart logistics. The chain should also be approached 
in a European or even an international context. After 
all, the Netherlands could take the responsibility and 
lead the way, but we need to get everyone on board 
on an international scale to bring about real change, 
and to continue to lead as the Netherlands’ trade and 
distribution country.

References

• BOTOC (2018) Uitwerking breed offensief tegen georganiseerde ondermijnende criminaliteit. 
Available at: https://open.overheid.nl/repository/ronl-b27340ea-ce38-4e07-aa61-765a1f530cfa/1/pdf/tk-uitwerking-breed-offensief-tegen-georganiseerde-
ondermijnende-criminaliteit.pdf

• Colvin, C. A., & Goh, A. (2005) Validation of the technology acceptance model for police. Journal of Criminal Justice. 33, 89-95.

• Davis, F. D. (1989) Perceived usefulness, perceived ease of use, and user acceptance of information technology. MIS 
Quarterly. 12 (3), 319-40.

• Davis, F. D., Bagozzi, R. P., & Warshaw, P. R. (1989) User Acceptance of Computer Technology: A Comparison of Two 
Theoretical Models. Management Science. 35 (8), 982-1003.

• Ernst, S., Ter Veen, H., Lam, J., & Kop, N. (2019) Leren van technologisch innoveren: “De techniek is niet zo spannend”. 
Apeldoorn, Police Academy.

• Ghosen, D. (2021) Danny’s Wereld; Onveilige haven. 
Available at: https://www.npostart.nl/dannys-wereld/04-11-2021/VPWON_1332342

• HARC-team. (2021) HARC-team onderschept ruim 40.000 kilo cocaïne in 2020. 
Available at: https://www.om.nl/actueel/nieuws/2021/01/13/harc-team-onderschept-ruim-40.000-kilo-cocaine-in-2020

• Hiemstra & de Vries. (2021) Quick scan aanpak criminele stromen zeehavens. Commissioned by the Ministry of Justice and Security.

• Jussi, P. (2021) AI for smart ports, part 2: Optimizing vessel schedule predictions using machine learning. 
Available at: https://www.awake.ai/post/ai-for-smart-ports-port-call-prediction-part2

• Kuipers, B., Koppenol, D., Paardenkooper, K., & van Driel, H. (2018) Rotterdamse container kopstukken. Rotterdam, 
Promedia group.

• Levinson, M. (2016) The Box. How the Shipping Container Made the World Smaller and the World Economy bigger. New 
Jersey, Princeton University Press.

• Lin, C., Hu, P. J., & Chen, H. (2004) Technology implementation management in law enforcement: COPLINK system usability 
and user acceptance evaluations. Social Science Computer Review. 22 (1), 24-36.

• Mali, B., Bronkhorst-Giesen, C., & den Hengst, M. (2017) Predictive policing: lessen voor de toekomst. Apeldoorn, Police Academy.

https://open.overheid.nl/repository/ronl-b27340ea-ce38-4e07-aa61-765a1f530cfa/1/pdf/tk-uitwerking-breed-offensief-tegen-georganiseerde-ondermijnende-criminaliteit.pdf
https://open.overheid.nl/repository/ronl-b27340ea-ce38-4e07-aa61-765a1f530cfa/1/pdf/tk-uitwerking-breed-offensief-tegen-georganiseerde-ondermijnende-criminaliteit.pdf
https://www.npostart.nl/dannys-wereld/04-11-2021/VPWON_1332342
https://www.om.nl/actueel/nieuws/2021/01/13/harc-team-onderschept-ruim-40.000-kilo-cocaine-in-2020
https://www.awake.ai/post/ai-for-smart-ports-port-call-prediction-part2


277

The Potential of AI and Data Science in Reducing the Vulnerability of Ports to Undermining Crime

• Manning, P. K. (1992) Information technologies and the police. In: Tonry, M. & Morris, N. (Eds.), Modern Policing: Crime and 
Justice, A Review of Research. 15, 349–398. University of Chicago Press.

• Meeus, J. (2019) De Schiedamse cocaïnemaffia. Amsterdam, Nieuw Amsterdam.

• Meijer, A., Lorenz, L., & Wessels, M. (2021) Algorithmization of Bureaucratic organizations: Using a Practice Lens to Study 
How Context Shapes Predictive Policing Systems. Public Administration Review. 81, 837-846. https://doi.org/10.1111/
puar.13391

• Nelen, H., & Kolthoff, E. (2017) Schaduwen over de rechtshandhaving. Georganiseerde criminaliteit en 
integriteitsschendingen van functionarissen in de rechtshandhaving. The Hague, Boom Criminologie.

• Niculescu-Dinca, V. (2021) Theorizing technologically mediated policing in smart cities. An ethnographic approach to 
sensing infrastructures in policing practices. In M. Nagenborg, T. Stone, G. Woge, & P. Vermaas (Eds.), Technology and The 
City: Towards a Philosophy of Urban Technologies. New York: Springer, pp.75-100.

• Noordanus, P., van der Torre, E., Tops,P., & Kester, J. (2020) Een pact voor de rechtsstaat; een sterke terugdringing van 
drugscriminaliteit in tien jaar. The Hague, Aanjaagteam ondermijning.

• NOS (2021, oktober 29) Tussen frituurvet en ananassen: meer dan 1500 kilo coke onderschept in haven Rotterdam. 
Available at: https://nos.nl/artikel/2403484-tussen-frituurvet-en-ananassen-meer-dan-1500-kilo-coke-onderschept-in-haven-rotterdam

• NOS (2021, september 13) Negen mensen in ademnood uit container op maasvlakte gehaald.
Available at: https://nos.nl/artikel/2397655-negen-mensen-in-ademnood-uit-container-op-maasvlakte-gehaald

• Onze Haven (2020) Reisverslag van de slimste container. 
Available at: https://onzehaven.nl/2020/01/03/reisverslag-van-de-slimste-container/

• Perera, L., Oliveira, P., & Soares, C. (2012) Maritime Traffic Monitoring Based on Vessel Detection, Tracking, State Estimation, 
and Trajectory Prediction. Institute of Electrical and Electronics Engineers. 13 (3), 1188-1200.

• Public Prosecutor’s Office. (2021, september 17) Douane onderschept 4022 kilo cocaïne tussen hout. 
Available at: https://www.om.nl/actueel/nieuws/2021/09/17/douane-onderschept-4022-kilo-cocaine-tussen-hout

• Roks, R.A., Bisschop, L.C.J., & Staring, R.H.J.M. (2021). Getting a foot in the door. Spaces of cocaine trafficking in the Port of 
Rotterdam. Trends in Organized Crime. 24, 171–188.

• Schwab, K. (2016) The fourth industrial revolution. New York, Penquin Random House.

• Sergei, A., Reid, A., Storti, L., & Easton, M. (2021) Ports, Crime and Security. Governing and Policing Seaports in a Changing 
World. Bristol, Bristol University Press.

• Staring, R., Bisschop, L., Roks, R., Brein, E., & van de Bunt, H. (2019) Drugscriminaliteit in de Rotterdamse haven. Aard en 
aanpak van het fenomeen. The Hague, Boom Criminologie.

• Tops, P., van Valkenhoef, J., van der Torre, E., & van Spijk, L. (2018) Waar een klein land groot in kan zijn; Nederland en 
synthetische drugs in de afgelopen 50 jaar. The Hague, Boom Criminologie.

• Tops, P., van den Heuvel, W., de Groes, N., & Gravenberch, V. (2021). Hoe zeehavens veranderen door Artificial Intelligence 
en Data Science en wat dat kan betekenen voor de aanpak van ondermijning. Een praktijkverkenning. Centrum voor de 
studie van ondermijning, Jheronimus Academy of Data Science.

• Tops, P., & Tromp, J. (2021) Nederland drugsland. Amsterdam, Balans.

• Tromp, N., Hekkert, P., & Verbeek, P. (2011) Design for socially responsible behavior: A classification of influence based on 
intended user experience. Design Issues. 27 (3), 3–19.

• Van den Heuvel, W. & Tops, P. (2021) AI en data science in de haven. Hoe Artificial Intelligence en Data Science een 
hefboom kunnen zijn voor Slimme(re) Havenbeveiliging. Jheronimus Academy of Data Science, Tilburg University.

• Van Maanen, M. (2019) De aansprakelijkheid van de zeevervoerder voor pincode fraude bij aflevering. 
Available at: https://www.vantraa.nl/media/2128/mma-de-aansprakelijkheid-van-de-zeevervoerder-voor-pincode-fraude-bij-aflevering.pdf

• Vankatesh, V. & Davis, F. D. (2000) A theoretical extension of the technology acceptance model: Four longitudinal field 
studies. Management Science. 46 (2), 186-204.

• Verseput, S., & de Haan, M. (2021) De drugsuithalers hebben nu bijna vrij spel in de Rotterdamse haven. NRC. 
Available at: https://www.nrc.nl/nieuws/2021/09/22/de-drugsuithalers-hebben-nu-bijna-vrij-spel-in-de-haven-a4059311

• Wetenschappelijke Raad voor het Regeringsbeleid (2019) Voorbereiden op digitale ontwrichting. 
Available at: https://www.wrr.nl/publicaties/rapporten/2019/09/09/voorbereiden-op-digitale-ontwrichting

https://doi.org/10.1111/puar.13391
https://doi.org/10.1111/puar.13391
https://nos.nl/artikel/2403484-tussen-frituurvet-en-ananassen-meer-dan-1500-kilo-coke-onderschept-in-haven-rotterdam
https://nos.nl/artikel/2397655-negen-mensen-in-ademnood-uit-container-op-maasvlakte-gehaald
https://onzehaven.nl/2020/01/03/reisverslag-van-de-slimste-container/
https://www.om.nl/actueel/nieuws/2021/09/17/douane-onderschept-4022-kilo-cocaine-tussen-hout
https://www.vantraa.nl/media/2128/mma-de-aansprakelijkheid-van-de-zeevervoerder-voor-pincode-fraude-bij-aflevering.pdf
https://www.nrc.nl/nieuws/2021/09/22/de-drugsuithalers-hebben-nu-bijna-vrij-spel-in-de-haven-a4059311
https://www.wrr.nl/publicaties/rapporten/2019/09/09/voorbereiden-op-digitale-ontwrichting


278

European Law Enforcement Research Bulletin – Special Conference Edition Nr. 6



279

Evidential Validity of Video Surveillance Footage in Criminal Investigation and Court Proceedings

279

Evidential Validity of Video 
Surveillance Footage in Criminal 
Investigation and Court 
Proceedings

Ksenija Butorac
Hrvoje Filipović
Police University College1, Ministry of the Interior, Zagreb

1 Co-authors’ emails: kbutorac@fkz.hr; hfilipovic@fkz.hr

Abstract
The paper analyzes several aspects of the video surveillance system application, starting from the prevention of mis-
demeanors and crime according to the Council Decision on the establishment of the European Crime Prevention Net-
work. The second aspect relates to the use of video surveillance systems in the misdemeanors and crime investigation, 
and the third one relates to the evidential value of video surveillance systems in court proceedings. For this purpose, 
the case law analysis of the highest level was made, namely of the High Misdemeanor Court, the Supreme Court of the 
Republic of Croatia and of the European Court of Human Rights through case studies. The paper discusses the eviden-
tial value of the footage important for criminal investigation. However, the central issue is a question whether digital 
evidence in the form of video surveillance can be decisive in court proceedings or not, since no court order is required 
for it as for other evidentiary actions. The paper proposes solutions de lege ferenda given that video surveillance sys-
tems are becoming more widespread and have proven to be very effective in criminal investigation, but, contextually 
speaking, also in procedural terms. The respective contextual approach requires the interpretation of current case law 
emphasizing that the content and significance of the footage in court proceedings must be perceived as a whole and 
that, besides the right of defense, the public and the victim’s interests are to be taken into account.

Keywords: video surveillance; protection of human rights and fundamental freedoms; appropriateness test; ne-
cessity test; proportionality test.

Introduction

A fair procedure is in the interests of the public, the me-
dia, and the bodies conducting criminal proceedings. 
The values related to this process, as well as to human 
rights in general, have been actively contributed by 
the European Court of Human Rights and the Europe-
an Convention for the protection of Human Rights and 

Fundamental Freedoms. The principle of fair procedure, 
as Roxin (2012) states, is a supreme principle, and two 
functions stand out in the procedure: the protection of 
society from crime; and the protection of human rights.

Thus, video surveillance can be viewed in the context 
of the principle of protection of citizens’ rights and the 
principle of effectiveness. It is against these two different 

mailto:kbutorac@fkz.hr
mailto:hfilipovic@fkz.hr
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contexts where dubious interpretations occur, even at 
the highest court levels. Video surveillance is no longer 
the exception but the rule in the protection of persons 
and property. Accordingly, there is no important insti-
tution that is not covered or protected by video surveil-
lance.

The aim of this paper is to determine the probative val-
ue of video surveillance and related institutes, which are 
sometimes problematized when evaluating evidence. 
Our research is based on case studies of judgments 
of the European Court of Human Rights, the Supreme 
Court and county courts of the Republic of Croatia. The 
following issues will be particularly problematized:

• When applying video surveillance, is it a violation 
of Art. 8. European Convention for the Protection of 
Human Rights and Fundamental Freedoms1.

• When applying video surveillance, is it legal evi-
dence that has sufficient probative force or must it 
be supported by other evidence, such as, for exam-
ple, the questioning of the defendant, temporary 
confiscation of objects, questioning of witnesses 
and other evidentiary proceedings?

• When applying video surveillance, should the ap-
propriateness test, necessity test and proportional-
ity tests be applied.

Video surveillance in general

It has already been emphasized that video surveillance 
should be seen in the context of protecting society from 
crime, which, on the one hand, nevertheless limits the 
rights of citizens, and, on the other hand, protects the 
same citizens from possible threats. The crucial impor-
tance of video surveillance is that it has a preventive as 
well as a revealing role in the criminal investigation of 
misdemeanors or criminal acts. Gold (2004) states that 
video surveillance is closed circuit television as a generic 
term (CCTV), and it is the use of video cameras to trans-
mit video signals to a central control computer in order 
to monitor the obtained footage in real time or store it 
for subsequent review and analysis (Gold, 2004, accord-
ing to Butorac et al., 2016, 102).

When video surveillance was introduced, there were con-
cerns on their impact on individual rights and freedoms 
that evaporated subsequently when their role in detect-
ing serious crimes became evident. A criminal event that, 

1 Available at https://www.echr.coe.int/Documents/Convention_ENG.pdf.

even on a global level, brought changes in the under-
standing of the value of video surveillance took place on 
February 12, 1993, when two perpetrators J.V. (10 years 
old) and R.T. (10 years old) kidnapped and tortured two-
year-old J.B., whom they eventually killed. The perpetra-
tors were discovered, and later convicted too, by using 
surveillance cameras recordings that revealed the perpe-
trators taking the toddler away (see Levine, 1999; Maguire, 
Morgan & Reiner, 2007; Easton & Piper, 2016).

In the last ten years, video surveillance has not only 
been accepted, but has also been demanded in pub-
lic places because their presence makes the citizens 
feel safer. Moreover, research has shown a reduction 
in both misdemeanors and criminal offences in such 
a places. The research conducted by Filipović and Šne-
perger (2012, 850) in Vodnjan near Pula (Croatia) shows 
the effectiveness of video surveillance in preventing 
crime at the main square of a small town. The aim of 
this research was to determine the number of criminal 
offences by comparing the number of incidents four 
years before the introduction of video surveillance 
with the number of respective cases four years after 
such a system was installed. There was a decrease in 
criminal offences by 31 percent, and misdemeanors 
by 32 percent. Butorac et al. (2016, 104) state that the 
advantages of video surveillance are multidimensional 
and manifest in reducing the fear of crime in the local 
community, providing emergency medical care, man-
aging the scene, gathering information, added value to 
this surveillance and assisting in criminal investigations.

Regarding video surveillance, Usher (2003) states that it 
is a surveillance technique aimed at preventing punisha-
ble behavior with increasing the perceived risk for being 
detected when committing a criminal offence. The main 
purpose of video surveillance is to deter potential crimi-
nals from committing criminal acts in areas under video 
surveillance, provided they are aware of the existence of 
such surveillance. In cases where the existence of cam-
eras is publicly known, potential perpetrators, as a rule, 
perceive and evaluate situations in which the increased 
risk of arrest outweighs the possible benefit of the crim-
inal act, and most often give up their original intention.

https://www.echr.coe.int/Documents/Convention_ENG.pdf
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Application of video surveillance over 
financial institutions, public areas, 
workplaces and residential buildings

The use of new technologies should also be seen in the 
context of several important sources, namely, first of all, 
the EU Charter of Fundamental Rights (2016/C 202/02), 
which determines the protection of privacy and family 
life, home and communication (Article 7). Protection 
of personal data from Art. 8. is determined in more 
detail, so the first paragraph refers to the protection 
of personal data, the second paragraph requires that 
several conditions be cumulatively met: the data must 
be processed fairly for established purposes and based 
on the consent of the person in question, or on some 
other legitimate basis established by the law. The third 
paragraph states that the protection of personal data 
is subject to the supervision of an independent body.

In the EU Charter of Fundamental Rights, and the Trea-
ty on the Functioning of the European Union (2016/C 
202/1) in Art. 16. the protection of personal data is de-
fined, as well as the rules on the protection of individ-
uals with regard to the processing of personal data in 
the institutions, bodies, offices and agencies of the EU, 
when they perform their activities in the area of appli-
cation of EU law and the rules on the free movement of 
such data (Art. 16, para. 2, UFEU). Consequently, it can 
be concluded that the protection of personal data is 
subject to numerous normative sources.

Video surveillance is most commonly used in financial 
institutions, public areas, workplaces and residential 
buildings. There are several normative sources in force 
in Croatia that regulate the application of video surveil-
lance, namely the Act on the Protection of Financial 
Institutions (Official Gazette 56/15, 46/21) and the Act 
on the Implementation of the General Data Protection 
Regulation (Official Gazette 42/18), which implement-
ed Regulation (EU) 2016/679 of the European Parlia-
ment and of the Council of April 27, 2016 on the pro-
tection of individuals with regard to the processing of 
personal data and on the free movement of such data.

Independent supervision, in addition to criminal pros-
ecution bodies, is carried out by the Personal Data 
Protection Agency according to the aforementioned 
acts. It is important to emphasize that the processing 
of personal data through video surveillance can only be 
carried out for a purpose that is necessary and justified 
for the protection of persons and property, and record-

ings obtained through video surveillance can be kept 
for a maximum of six months (Article 26, paragraph 1 
of the Act on the Implementation of the General Data 
Protection Regulation). It is important to emphasize that 
if, during the implementation of the supervision, infor-
mation is obtained or objects are found that point to 
the commission of a criminal offence for which there is 
ex officio prosecution, the authorized persons shall no-
tify the competent police station or the state attorney 
as soon as possible (Article 38 of the Act on the Imple-
mentation of the General Data Protection Regulation).

The Act on the Protection of Financial Institutions (Offi-
cial Gazette 56/15, 46/21), financial institutions, branches 
of the Financial Agency, the Croatian Monetary Institute, 
bank branches, central vaults, ATMs, residential savings 
banks, post offices, betting shops, slot machines, jewel-
ry stores, and casinos requires protective measures, one 
of which is a continuous video surveillance system in-
side and outside the facility with video storage in digital 
form. There are numerous examples in Croatia, and only 
a few will be singled out in the following, from which 
the effectiveness of video surveillance in detecting the 
perpetrators of criminal offences is the most notorious, 
because the afore mentioned legislative solution has 
networked cities with cameras that are also used by the 
police in case of criminal offences.

Video surveillance of public areas

Video surveillance of public areas is permitted only for 
public authorities, legal entities with public authority, 
and legal entities performing public service, and it is 
permitted only when it is prescribed by law as being 
necessary for the execution of the business and tasks 
of public authorities or for the protection of life and 
health of people and property (Article 32 of the Act 
on the Implementation of the General Data Protec-
tion Regulation). Offenders have often, and still do, 
filed appeals that video surveillance footage is illegal 
evidence, but, as research into numerous case studies 
displays, such appeals have been rejected as unfound-
ed. This is also the case in the judgment of the County 
Court in City of Split (Business number: Kžmp-7/2021-5, 
Split, March 9, 2021), in which it is stated that surveil-
lance camera footage of public places such as streets, 
squares, and the like do not constitute illegal evidence, 
since every person who appears in a public space must 
be ready and reckon with the fact that they can be re-
corded by a surveillance camera.
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Video surveillance of residential buildings

The establishment of video surveillance in residential 
or business-residential buildings requires the consent 
of the co-owners, who make up at least 2/3 of the co-
owned parts, and video surveillance can only include 
access to entrances and exits from residential buildings 
and their common rooms. The use of video surveil-
lance to monitor janitors, cleaners and other persons 
working in a residential building is prohibited (Article 
31 of the Act on the Implementation of the General 
Data Protection Regulation).

Perpetrators of criminal offences problematize and call 
into question court decisions regarding the legality 
and evidentiary use of video surveillance recordings 
of commercial companies and residential buildings. 
Thus, in the following example of the decision of the 
Supreme Court of the Republic of Croatia (SCRC), it is 
evident that it is, contrary to the allegations of the ap-
peal, and according to the assessment of the SCRC as 
a second-instance court, the correct conclusion of the 
first-instance court that the minutes on the temporary 
confiscation of items and certificates on the temporary 
confiscation of items refer to video surveillance record-
ings, and, consequently, specific video surveillance re-
cordings, as well as the expert report and opinion of 
expert V. M. are not illegal evidence, and that there is 
no place for their separation, as suggested by the de-
fendant. From the cited certificates and minutes on 
the temporary confiscation of objects, the video sur-
veillance footage was exempted by the police in the 
pre-investigation procedure related to the investiga-
tion of the criminal offence referred to in Article 110 in 
connection with Article 34. Criminal Code/11 (attempt-
ed murder) committed to the detriment of the victim 
K. R. Therefore, contrary to the appellant’s position, the 
data processing, which unquestionably includes the 
viewing of recordings, and which has the purpose of 
discovering criminal offences and their perpetrators, in 
this particular case was carried out by the competent 
authorities, and not by the compiler of the disputed 
video surveillance, so it is not illegal evidence (SCRC, 
Number: I Kž 680/2020-4, Zagreb, December 14, 2021).

Video surveillance of workplaces

The processing of the employee’s personal data 
through the video surveillance system can only be car-
ried out if the conditions established by the regulations 
governing safety at work are met and if the employ-

ees were adequately informed in advance about such 
a measure and if the employer informed the employ-
ees before making the decision to install the video sur-
veillance system. Video surveillance of work premises 
must not include rooms for rest, personal hygiene and 
changing clothes (Article 30 of the Act on the Imple-
mentation of the General Data Protection Regulation).

There are frequent complaints for illegal recording. In 
one separate judgment of the County Court it was 
pointed out that video surveillance at the DM – drog-
erie markt d.o.o. shopping center in the City of Zagreb, 
was installed in accordance with legal regulations in 
public space and with the aim of preventing criminal 
acts. Namely, as the first-instance court correctly con-
cluded, in this particular case it is not illegal evidence 
because a warning that the area is under video surveil-
lance, was displayed in a visible place in the area of the 
shopping center (Zagreb County Court, 7 Kž-706/2020-
3 dated October 19, 2020).

Video surveillance in recent decisions of 
the European Court of Human Rights

Video surveillance appears in the context of several 
provisions of the European Convention for the Protec-
tion of Human Rights and Fundamental Freedoms, and 
it is certainly worth highlighting: “The right to respect 
for private and family life” (Article 8) and “The right to 
a fair trial” (Article 6).

Article 8, paragraph 1 of the Convention reads: “ Every-
one has the right to respect for his private and family 
life, his home and his correspondence”, and Art. 8, par-
agraph 2 of the Convention reads: “There shall be no 
interference by a public authority with the exercise of 
this right except such as is in accordance with the law 
and is necessary in a democratic society in the interests 
of national security, public safety or the economic well-
being of the country, for the prevention of disorder or 
crime, for the protection of health or morals, or for the 
protection of the rights and freedoms of others”.

In the introductory part, it was already said that there is 
a conflict between the principle of protection of citizens’ 
rights and the principle of effectiveness, which can also be 
applied to Art. 8, paragraph 1 of the Convention, be-
cause on the one hand, respect for one’s private and 
family life, home and correspondence is ensured, but 
not unconditionally, because already Art. 8. paragraph 2 
stipulates that the public authority (police) shall not in-
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terfere in the exercise of this right, except in accordance 
with the law and if in a democratic society it is neces-
sary in the interest of state security, public order and 
peace, or the economic wellbeing of the country, and 
prevention of disorder or crime, for the protection of 
health or morals or for the protection of the rights and 
freedoms of others. The example of video surveillance 
in the workplace has already been mentioned, but it 
should be viewed through Art. 8, paragraph 1 and par-
agraph 2 of the European Convention for the Protection 
of Human Rights and Fundamental Freedoms. The legal 
doctrine of the application of video surveillance accord-
ing to Art. 8. is not completely uniform, but additional 
criteria have been given in several judgments, so it is 
evident in the recent separate case study Bărbulescu v. 
Romania (application no. 61496/08 of January 12, 2016) 
that the European Court of Human Rights has deter-
mined the principles that must be applied in cases of 
employee supervision at the workplace.

In order to ensure the proportionality of surveillance 
measures, i.e. to achieve a fair balance between con-
flicting interests, domestic courts must take into ac-
count the following factors:

• Whether the employee had been notified of the 
possibility of video-surveillance measures being 
adopted by the employer and of the implementa-
tion of such measures;

• The extent of the monitoring by the employer and 
the degree of intrusion into the employee’s privacy;

• Whether the employer had provided legitimate rea-
sons to justify monitoring and the extent thereof;

• Whether it would have been possible to set up 
a monitoring system based on less intrusive meth-
ods and measures;

• The consequences of the monitoring for the em-
ployee subjected to it;

• Whether the employee had been provided with 
appropriate safeguards (Bărbulescu v. Romania).

Video surveillance in the shopping center

The European Court for the Protection of Human 
Rights and Fundamental Freedoms has also discussed 
the application of video surveillance in numerous re-
cent decisions. In the judgment of López Ribalda et. al. v. 
Spain (ECHR, 1847/13, January 9, 2018) it is evident that 
“the applicants were employed in the Spanish supermar-

ket chain M. as cashiers and sales assistants, and after the 
manager noticed the economic losses in the supermarket 
business, he decided is to install visible and invisible cam-
eras to confirm suspicions about potential thefts” (§ 12.). 
The applicants claimed that the decision by which 
their employer fired them was based on video surveil-
lance that was carried out in violation of their right to 
respect for their private life guaranteed by Art. 8 of the 
Convention and that domestic courts have not fulfilled 
their obligation to ensure the protection of that right (§ 
3). Furthermore, according to Art. 6. of the Convention 
they complained about the inclusion in evidence of 
recordings obtained by video surveillance during the 
procedure. According to the same provision, the third, 
fourth and fifth applicants further appealed against 
the acceptance of the settlement agreement they 
signed with their employer by the domestic courts (§ 
3). The court made a decision that there was a violation 
of Art. 8., and that there was no violation of Art. 6 of the 
Convention. On October 17, 2019, the Grand Chamber 
made another decision that is different from the deci-
sion of January 9, 2018, that is, it considered that there 
was no violation of the Convention.

It is worth noting that in this case too the court points 
out in an ambiguous way that the court should not 
act as a court of fourth instance and therefore will not 
question the judgments of national courts unless their 
findings can be considered arbitrary or manifestly un-
reasonable (§ 149). In the judgment of López Ribalda et. 
al. v. Spain, an opinion was expressed that is significant 
and even far-reaching, and indeed when some authors 
say that the Convention is a “living organism”, this is con-
firmed in the following statement: “New technologies 
have dramatically changed the ease with which video 
surveillance can be carried out and transmitted, there-
by significantly multiplying the potential violation of the 
right to privacy under Article 8 of the Convention”. It is 
precisely for this reason that there is a need, at the na-
tional level, for the legislative framework to be clear and 
predictable in relation to cases concerning electronic 
surveillance (p. 51 and 52. López Ribalda et. al. v. Spain), 
and such a notion repeated is also in the case of S. and 
Marper v. the United Kingdom ([VV], no. 30562/04 and 
30566/04, ECHR 2008), where the court concluded that 
“detailed rules governing the scope and application of 
measures” are necessary to ensure sufficient guarantees 
against the risk of abuse and arbitrariness.

From the judgment of López Ribalda et. al. v. Spain are 
the visible criteria that the national courts have estab-



284

European Law Enforcement Research Bulletin – Special Conference Edition Nr. 6

lished for the measure to be considered acceptable, 
namely that it should pass a threefold test, the first 
relates to a legitimate aim (appropriateness test), the 
second measure should be necessary (necessity test) 
and proportional (proportionality test). In other words, 
the courts had to determine whether a fair balance 
had been established between the interference with 
the fundamental right and the importance of the legit-
imate aim achieved (López Ribalda et. al. v. Spain, ECHR, 
1847/13, January 9, 2018).

Thus, all three criteria must be met when evaluating 
the video surveillance in order not to resort to more 
difficult means to achieve the goal, which would con-
stitute a violation of human rights. The fact that in the 
judgment López Ribalda et. al. v. Spain Proportionality 
test was highlighted 28 times, Necessity test 5 times and 
Appropriateness test 4 times, speaks of their relevance.

Video surveillance in the faculty lecture 
halls

The judgment Antović and Mirković (Case of Antovic & 
Mirkovic v. Montenegro, 70838/13, 28.11.2017, 28.2.2018) is 
in focus because many, who deal with legal doctrine, 
can find themselves in such a situation that they are 
recorded when they have presentations in front of stu-
dents, whether they are permanently employed at the 
faculties or are guest lecturers. This judgment is also in-
teresting because there were separate opinions of the 
judges questioning whether it is really a violation of Art. 
8 of the Convention.

It is evident from the circumstances of the judgment 
that the dean of the Faculty of Science and Mathemat-
ics informed the professors who teach there (including 
the applicants) at the session of the Faculty Council that 
video surveillance has been introduced in seven lecture 
theatres (§ 6). The decision stated that the aim of the 
measure is to ensure the safety of property and people, 
including students, and to supervise the performance 
of teaching activities. The decision stated that access to 
the collected data was protected by codes that were 
known only to the dean, and the data was to be kept 
for one year (§ 7).

It is evident from the judgment that on January 19, 2012, 
the applicants filed a claim for damages against the 
University of Montenegro, the Agency for the Protec-
tion of Personal Data and the State of Montenegro, due 
to the violation of their right to private life, especially 

through the unauthorized collection and processing of 
data about them. In particular, they argued that such 
interference in their private lives, without any possibility 
of controlling that process, was not foreseen by any law 
and therefore was not in accordance with the law, in 
the sense of Article 8 §. 2 of the Convention. They also 
argued that it did not pursue any legitimate goal and 
was not needed in a democratic society. They referred 
to the relevant provisions of the Personal Data Protec-
tion Act, Art. 8. of the Convention and relevant case law 
of the Court (§ 13).

On December 27, 2012, the basic court in Podgorica 
established that the term private life certainly includes 
activities in the business and professional sphere. How-
ever, judgment stated that the University is a public 
institution that performs activities of public interest, in-
cluding teaching, and that, therefore, it is not possible 
for the use of video surveillance in lecture halls as pub-
lic places to violate the applicant’s right to respect their 
private life. It is concluded that the installation and use 
of video surveillance and the collection of data did not 
violate the applicant’s right to privacy and, therefore, 
did not cause them mental pain (§ 13).

Nevertheless, the European Court of Human Rights re-
iterates that “private life” is a broad concept that is not 
subject to exhaustive definition and that it would be 
too restrictive to limit the concept of “private life” to 
the “inner circle” in which an individual can live one’s 
personal life as one chooses and to completely exclude 
from it the external world that is not covered by that 
circle (§ 41.). The court has already ruled that the term 
“private life” can include professional activities or activi-
ties that take place in a public context. Therefore, there 
is a zone of interaction of a person with others, even 
in a public context, which can fall within the scope of 
“private life”, and professional life is part of it (§ 42).

The European Court of Human Rights pointed out that 
university lecture theatres are the workplaces of teach-
ers where students are taught, but communication with 
them is also achieved, developing mutual relations and 
constructing their social identity (§ 55). The court notes 
that the domestic courts did not examine the question 
of whether the actions were in accordance with the 
law, given that they did not consider that the contested 
video surveillance was an interference in the applicant’s 
private life at all (§ 56), but the Agency for the Protection 
of Personal Data of Montenegro expressly determined 
that this is not in accordance with the law, especially Ar-
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ticles 10, 35 and 36 of the Personal Data Protection Act 
(see previous paragraph 11).

In this regard, the Court notes that Art. 35 of the Person-
al Data Protection Act stipulates that public institutions, 
like universities, can conduct video surveillance of ac-
cess areas to official premises. However, in this particular 
case video surveillance was carried out in lecture thre-
atre (§ 58).

Furthermore, Art. 36 of the Personal Data Protection 
Act stipulates that video surveillance equipment can 
also be installed in official or business premises, but 
only if the goals provided for in that article, especially 
the safety of people or property or the protection of 
confidential data, cannot be achieved in any other way. 
The court notes that video surveillance in this case was 
introduced to ensure the safety of property and people, 
including students, and to monitor classes.

It should be noted that one of these goals, namely 
the supervision of teaching, is not provided by law as 
a basis for video surveillance. Furthermore, the Agency 
expressly considered that there was no evidence that 
property or people were endangered, which is one 
of the reasons for justifying the introduction of video 
surveillance, and the domestic courts did not deal with 
this issue. The government, for its part, has not provid-
ed any evidence to the contrary in this regard, nor has 
it shown that it even previously considered any other 
measure as an alternative (§ 59).

Given that the relevant legislation expressly provides 
for the fulfillment of certain conditions before resorting 
to camera surveillance, and that in this particular case 
these conditions were not met, and taking into account 
the Agency’s decision in this regard (in the absence of 
any examination of the issue by domestic courts), the 
Court cannot but conclude that the interference in 
question was not in accordance with the law, and this 
is a fact that is sufficient to constitute a violation of Art. 
8. Bearing in mind the previous conclusion, the Court 
does not consider it necessary to examine whether the 
other requirements from paragraph 2 of Art. 8. fulfilled 
(see Amann v. Switzerland [GC], no. 27798/95, § 81, ECHR 
2000-II, and Vukota-Bojić v. Switzerland, Application no. 
61838/10; § 78).

In the judgment Antović and Mirković v. Montenegro, 
there are two separate opinions of the judges, in the 
first, judges Vučinić and Lemmens fully agree with the 

determination of the violation of Art. 8 of the Conven-
tion, but they believe that greater importance should 
be given to the nature of the activity that is under su-
pervision and that Art. 8 of the Convention guarantees 
the development, without external interference, of the 
personality of each individual in his or her relations with 
other human beings and that therefore there is a zone 
of interaction of a person with others, even in a public 
context, which may fall within the scope of private life 
(see Peck v. United Kingdom, No. 44647/98, § 57, ECHR 
2003-I et al.). (Joint concurring opinion of judges Vučinić 
and Lemmens, Case of Antovic & Mirkovic v. Montenegro, 
70838/13, 28.11.2017, 28.2.2018).

These interactions are, of course, not exclusively of so-
cial nature. In the classroom, the professor can allow 
himself to act (“perform”) in a way that he might never 
do outside the classroom, and that, at least in an aca-
demic environment, where both teaching and learning 
activities are covered by academic freedom, the afore-
mentioned expectation of privacy should be consid-
ered “reasonable”.

This does not mean that video surveillance in the hall 
is not possible. There may be good reasons for putting 
the auditorium under video surveillance. This means, 
among other things, that there must be an appropriate 
legal basis, that the scope of supervision must be limit-
ed and that there are guarantees against abuse (A. and 
M. v. Montenegro, 70838/13, 28.11.2017, 28.2.2018).

In the same case, the judges of the European Court of 
Human Rights Spana, Bianku and Kjølbro issued a joint 
unanimous opinion and voted against declaring the 
request admissible and establishing a violation of Art. 
8 of the Convention because they believe that the 
judgment expands the scope of Art. 8, paragraph 1 of 
the Convention and can have significant implications 
because it interprets the term “private life” very exten-
sively and broadly (Joint dissenting opinion of judges 
Spano, Bianku and Kjølbro, Case of Antovic & Mirkovic v. 
Montenegro, 70838/13, 28.11.2017, 28.2.2018). The judges 
state that the teachers held classes in the university lec-
ture theatre, which meant that they were fully engaged 
in their professional activities, and not, for example, in 
their offices. Because they were informed of the video 
surveillance in it, their reasonable expectation of priva-
cy in that particular context, if any, was very limited. In 
conclusion, the mere fact that the lecture theatres are 
monitored cannot, according to the interpretation of 
the already mentioned judges, include Art. 8, paragraph 
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1 of the Convention without proven further elements 
and that it is not sufficiently supported by convincing 
legal arguments.

From the aforementioned recent judgment, it is evident 
that there is a disagreement first between the Agency 
for the Protection of Personal Data of Montenegro and 
the Basic Court in Podgorica (Montenegro), where the 
Agency is of the opinion that the introduction of video 
surveillance in the faculty’s lecture theatres is against Ar-
ticle 8 of the Convention, which was ultimately conclud-
ed by the European Court for Human Rights2. The Court 
held that covert video surveillance of employees at their 
workplace must be considered, as such, as a considera-
ble intrusion into their private life, entailing the record-
ed and reproducible documentation of conduct at the 
workplace which the employees, who were contractu-
ally bound to work in that place, could not evade. There 
was no reason for the Court to depart from that finding 
even in cases of non-covert video surveillance of em-
ployees at their workplace. Furthermore, the Court had 
also held that even where the employer’s regulations in 
respect of the employees’ private social life in the work-
place were restrictive they could not reduce it to zero. 
According to Art. 8, paragraph 2, respect for private life 
continued to exist, even if it might be restricted in so far 
as necessary. There shall be no interference by a public 
authority with the exercise of this right except such as is 
in accordance with the law and is necessary in a demo-
cratic society in the interests of national security, public 
safety or the economic well-being of the country, for 
the prevention of disorder or crime, for the protection of 
health or morals, or for the protection of the rights and 
freedoms of others.

Conclusion

The issue of video surveillance, as can be seen from re-
cent decisions, is complex and there are still doubts, 
especially regarding the application of Art. 8. European 
Convention for the Protection of Human Rights and 
Fundamental Freedoms. It is a good circumstance that, 
at the level of the Council of Europe, there are con-
trol, and even supervisory, mechanisms that ensure 
uniform application and that do not deviate from the 
most important principles, and that only in the case of 
extremely serious criminal offences can there be justi-
fication for the use of new technologies as the only or 
decisive evidence.

2 See https://hudoc.echr.coe.int/eng#{%22itemid%22:[%22001-183012%22]}

A new normative framework will definitely have to be 
prepared for new technologies, which will definite-
ly contain provisions related to artificial intelligence, 
because these are all challenges that the world will 
face in the near future. However, there is no need to 
deviate from the fundamental human values that are 
contained precisely in a superior legal source such as 
the European Convention for the Protection of Human 
Rights and Fundamental Freedoms.

We should definitely go back to the opening remarks 
of the article, in which the two principles of protect-
ing the rights of citizens and the principle of effective-
ness are problematized, and the question was which 
of them will prevail. The answer to the last mentioned 
question certainly depends on the case by case, that is, 
there should be a balance as a guide that we encoun-
tered in history inspired by Greek and Roman mytholo-
gy such as Themis and Iustitia were.

From the research of judicial practice, case studies 
were selected that best indicate the problem that can 
arise with the application of new technologies such as 
video surveillance, and this is confirmed by the quote 
from the judgment of López Ribalda et al. v. of Spain:

“New technologies have dramatically changed the ease 
with which video surveillance can be carried out and 
transmitted, thereby significantly multiplying the potential 
violation of the right to privacy under Article 8 of the Con-
vention” (Joint dissenting opinion of judges De Gae-
tano, Yudkivska and Grozev, López Ribalda et. al. v. Spain 
(ECHR, 1847/13, January 9, 2018), § 4).

Therefore, it is important that there is a clear and unam-
biguous legal basis, that the scope of duration must be 
limited in time and that there are control mechanisms 
of supervision. In addition, there must be a legitimate, 
necessary and proportional goal.

We can conclude from the judgments that the juris-
prudence of the European Court of Human Rights 
is also changing and that it is noticeable that when 
things are similar or identical, part of the “balance” is 
still tilted towards the protection of citizens’ rights. 
This is an aspiration that should continue to be guided 
because if there were no such efforts, the question is 
what level of intrusion into human rights would occur 
with the further development and application of new 
technologies.

https://hudoc.echr.coe.int/eng#{%22itemid%22:[%22001-183012%22]}
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on OSINT, tactics and other subjects. Agustín is current-
ly studying Criminology and is passionate about OSINT 
and intelligence..

de Groes, Nienke

The Potential of AI and Data 
Science in Reducing the Vul-
nerability of Ports to Under-
mining Crime

Nienke de Groes is affiliated with the Dutch Police Academy 
as a researcher/PhD student.

el Rahwan, Amr

Artificial Intelligence and 
Interoperability for Solving 
Challenges of OSINT and 
Cross-Border Investigations

Amr el Rahwan is experienced in supporting internation-
al organizations, border security, and police in solving 
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issues related to physical security and public safety by 
studying the security gaps in the information systems, 
building capacities, applying standards & regulations and 
converting them into technologies, providing feasibility 
studies & roadmaps, and providing exceptional global 
solutions for preventing, detecting, and investigating ter-
rorism & serious crime.Amr is based in the Netherlands 
and studying MSc in Cybersecurity at the International 
Hellenic University. Affiliated Member of "Secure Identity 
Alliance" for Interoperability for Law Enforcement & Bor-
der Security, and was a former Police Officer Engineer in 
Egypt.

Contact: amr.rahwan@secureidentityalliance.org

Elias, Luís Manuel André

Policing in a Digital Age 

Luís Manuel André Elias is Superintendent of Police and 
a Professor at the Higher Institute of Police Sciences 
and Internal Security in Lisbon, Portugal. Currently he 
is the Liaison Officer at the Portuguese Bureau at Eu-
ropol. Before he served as the Director of Operations 
Department at the National Headquarters of Police 
(2018-2021), as Security Advisor to the Prime Minister 
(2015-2018), and in leading positions at the Metropol-
itan Police of Lisbon (2010-2015).

Relevant publications:
• Elias, Luís, Gestão de Crises e a Pandemia de COVID-19 in 

Segurança em Tempo de Crise, revista do IDN Nação e 
Defesa n.º 156, 2020

• Elias, Luís, Terrorismo Transnacional Contemporâneo: Se-
gurança, Justiça e Cooperação in Terrorismo e Violência 
Política, revista do IDN Nação e Defesa n.º 152 de 2019

• Elias, Luís (2019). A Cooperação Policial Europeia: a Di-
mensão Externa e Interna da Segurança in JANUS 2018-
2019. Conjuntura Internacional. A Dimensão Externa 
da Segurança Interna. Lisboa. OBSEVARE. Universidade 
Autónoma de Lisboa.

• Elias, Luís (2018). Crises management in international 
context: the role of the police in the European Union Cri-
ses management in international context: the role of the 
police in the European Union in Studies on international 

relations and security / edited by José Francisco Lynce 
Zagallo Pavia. Lisboa. Universidade Lusíada Editora

Contact: lmelias@psp.pt

Fuchs, Micha

The Influence of Digital 
Devices on Learning Interest, 
Engagement and Academic 
Performance in Basic Police 
Training

Since 2018, M.A. Micha Fuchs has been working in 
training and life-long training at the headquarters of 
the Bavarian Riot Police. His main areas of interest are 
the methodical development of basic police training 
as well as evaluation of training, especially in the fields 
of digitalisation, test performance and teacher training. 
In addition, Micha Fuchs is currently pursuing a PhD in 
educational science at the University of Bamberg.

Relevant publications:
• Fuchs, M. & Enkling, G. (2022). How to successfully use a 

learning management system in police training. South-
east Asian Regional Police Training Conference in Phuket, 
Thailand, 07.-12.03.2022.

• Fuchs, M. (2022). Challenges for police training after COV-
ID-19. European Law Enforcement Research Bulletin, (SCE 
5), 205-220. doi:10.7725/eulerb.v0iSCE%205.480.

• Fuchs, M., Becker, S., Muff, A. & Pfost, M. (2021). Empirische 
Befunde zur Akzeptanz von Multiple-Choice-Prüfungs-
formaten in der Ausbildung der Bayerischen Polizei. In: 
Polizei & Wissenschaft, Nr. 2, 2021, S. 44-69.

Contact: micha.fuchs@polizei.bayern.de

Giardiello, Gerardo

Developing a Judicial Cross-
Check System for Case Search-
ing and Correlation Using a 
Standard for the Evidence

Gerardo Giardiello holds a Master Degree in Computer 
Science from the University of Florence in 2004. From 
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2007 he worked as researcher or collaborator at a spin-
off of the Italian CNR (National Research Council), at the 
Institute of Legal Information Theory and Techniques 
of the CNR and, currently, at the Institute of Legal Infor-
matics and Judicial Systems of the CNR. He conducts 
research and software implementation in the fields of 
legislative drafting, ontologies and knowledge rep-
resentation, legal document classification and metada-
ta extraction for legal texts analysis and consolidation, 
analysis of the quality of legal texts and implementa-
tion of e-justice services and tools.In his current assign-
ment, he is working on a piloting of the exchange of 
digital evidence across Member States by using the Ev-
idence Exchange Standard Package Application, within 
the EXEC-II European project.

Contact: gerardo.giardiello@igsg.cnr.it.

Haberfeld, Maria (Maki)

American Policing in the 
Digital Age

Dr. Maria (Maki) Haberfeld is a Professor of Police Sci-
ence, at John Jay College of Criminal Justice in New 
York City and Chair of the department of Law, Police 
Science and Criminal Justice Administration. She holds 
a PhD in Criminal Justice from City University of New 
York. She served in the Israeli Defense Forces in a coun-
ter-terrorist unit and left the army at the rank of a Ser-
geant. Later she served in the Israel National Police and 
left the force at the rank of Lieutenant. She is one of 
the co-creators of Police Leadership Program for the 
NYPD sworn officers and the Academic Director of this 
program since its creation in 2001. In addition, she has 
created the Law Enforcement Leadership Institute for 
Police Chiefs in NY State and created an on-line Law 
Enforcement Leadership Certificate. She has trained 
police forces around the country and the world includ-
ing, the Dominican Republic, Czech Republic, Poland, 
India, China, Cyprus, Turkey, Mongolia, Taiwan and con-
ducted research in over 70 police departments in the 
US and in 35 countries. She has published 22 academic 

books on policing and over 50 book chapters and jour-
nal articles in peer reviewed publications. Her books 
were translated into three languages and are used by 
police departments around the country and around 
the world.

Contact: mhaberfeld@jjay.cuny.edu

Jofre, Maria

Investigating High-Risk Firms 

Maria Jofre is a postdoctoral research fellow at Tran-
scrime working on several EU-funded project in the 
field of security. Maria is an expert in criminal data ana-
lytics, risk assessment and machine learning. Her main 
expertise and interests lie in the development of ana-
lytical solutions for practitioners and other stakehold-
ers aimed to improve the assessment of transnational 
crimes, including money laundering, terrorist financ-
ing, organized crime, illicit trafficking, human smug-
gling and cybercrime. Maria holds a PhD in Business 
Analytics (The University of Sydney), a Master in Opera-
tions Management (University of Chile) and a degree in 
Industrial Engineering (University of Chile).

Relevant publications:
• Jofre, M. (2022) Network analysis for financial crime risk 

assessment: the case study of the gambling division in 
Malta, Global Crime, 23:2, 148-170, doi:10.1080/17440572
.2022.2077330

• Aziani, A., Bertoni, G.A., Jofre, M. et al. (2021) COVID-19 
and Organized Crime: Strategies employed by criminal 
groups to increase their profits and power in the first 
months of the pandemic. Trends in Organized Crime 
(2021). https://doi.org/10.1007/s12117-021-09434-x

• Jofre, M., Aziani, A. & Villa, E. (2022) Terrorist Financ-
ing and the Use of Traditional and Emerging Financial 
Technologies. Available at SSRN: https://ssrn.com/ab-
stract=4223469 

Contact: maria.jofre@unicatt.it
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Johansson, Ylva

Commissioner’s Welcome 
Address

Ms Ylva Johansson was appointed European commis-
sioner for home affairs in December 2019. From Swe-
den, she was minister for employment in the Swedish 
government from 2014 to 2019, minister for welfare and 
elderly healthcare from 2004 to 2006 and minister for 
schools from 1994 to 1998. Johansson was educated 
at Lund University and the Stockholm Institute of Ed-
ucation.

Kafteranis, Dimitrios

Art of Money Laundering with 
Non-Fungible Tokens: A myth 
or reality? 

Dimitrios is an Assistant Professor of Law at the CFCI, 
Coventry University. He has studied English Language 
and Literature and then Law. He holds a Master of Arts 
in Innternational Studies and an LLM in European Eco-
nomic and Financial Criminal Law. He completed his 
PhD at the University of Luxembourg on the legal 
protection of whistle-blowers in the EU banking and 
financial sector. He worked at the Court of Justice of 
the European Union prior to joining the CFCI.

Contact: dimitrios.kafteranis@coventry.ac.uk

Kovács Szitkay, Eszter

Race, Ethnicity, Biotechnology 
and the Law .

Eszter Kovács Szitkay is a PhD student at Ludovika Uni-
versity of Public Service, Doctoral School of Law En-
forcement (Hungary, Budapest) and a junior research 
fellow at (formerly Hungarian Academy of Sciences) 
Centre for Social Sciences, Institute for Legal Studies 
(Hungary, Budapest). Her research interest includes ac-
cess to justice, law enforcement, and the conceptual-
ization of race and ethnicity.

Relevant publications: 
• Kovács Szitkay, E., & Pap, A. (2022) Populist Pressures, Po-

licing and the Pandemic. European Law Enforcement 
Research Bulletin, (SCE Nr. 5), 279-288.

• Kovács Szitkay, E. (2021). Egy lépéssel közelebb az ig-
azságszolgáltatáshoz való teljesebb hozzáféréshez [One 
step closer to a fuller access to justice]. In: Harmati, B.; 
Kovács Szitkay, E.; Pap, A. L.; Papp, B. (eds.): Honestas, Hu-
manitas, Humilitas. Budapest, Magyarország : L'Harmat-
tan Kiadó, pp. 115-125.

Contact: kovacs.szitkay.eszter@tk.hu 

Kuznecova, Tatjana

Cold Case – Solved & Un-
solved: Use of digital tools and 
data science techniques to fa-
cilitate cold case investigation

Tatjana Kuznecova holds a double Master's degree in 
Environmental Sciences and Environmental Technol-
ogy acquired in Riga Technical University (Latvia) and 
Vilnius Gediminas Technical University (Lithuania). Her 
past professional experiences include research and ed-
ucational work in Riga Technical University (Latvia) and 
University of Twente (Netherlands), and participation in 
various local and international projects.

She is a senior researcher and project leader at Saxion 
University of Applied Sciences. She specializes in ap-
plications of data science, data mining and geo-spatial 
data processing. As a coordinator and project leader, 
she has been leading projects 'Cold Case: Solved and 
Unsolved' (TechForFuture subsidy) and 'NarcoView' (EU 
ISF-P subsidy).

Contact: t.kuznecova@saxion.nl
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Leese, Matthias

Digital Data and Algorithms in 
Law Enforcement

Matthias Leese is a professor at the Center for Security 
Studies at the ETH Zurich, Switzerland. As a social sci-
entist he is interested in the use of new and emerging 
technologies in law enforcement and border control. 
He conducted a multi-year project on predictive polic-
ing in Germany and Switzerland and has begun a new 
five-year research program, funded by the European 
Research Council, on data quality in European police 
and border control cooperation.

Relevant publications:
• Egbert, S. & Leese, M. (2021) Criminal Futures: Predictive 

Policing and Everyday Police Work. London/New York: 
Routledge.

• Leese, M. (2020) Predictive Policing: Proceed, but with 
Care. CSS Policy Perspectives, Vol.8 /14. December.

• Kaufmann, M., Egbert, S. & Leese, M. (2019) Predictive Po-
licing and the Politics of Patterns. British Journal of Crim-
inology 59(3): 674-692.

Contact: mleese@ethz.ch.

Linden, Ruth

AP4AI – Accountability princi-
ples for artificial intelligence in 
the internal security domain t

Ruth works as a policy advisor for the Europol Innova-
tion Lab. Under the umbrella of the EU Innovation Hub 
for Internal Security, she contributes to the "Accounta-
bility Principles for AI" (AP4AI) project, run in partner-
ship with five EU JHA Agencies and their academic 

partner CENTRIC, aiming at developing accountability 
principles for the use of AI in the field of internal secu-
rity.

Contact: ruth.linden@europol.europa.eu

López Carral, Héctor

An Assistive System for Trans-
ferring Domain Knowledge to 
Novice Officers 

Predoctoral Researcher at the Synthetic Perceptive 
Emotive and Cognitive Systems (SPECS) group, Barce-
lona, Spain.

Contact: hlopez@ibecbarcelona.eu.

Lygeros, Georgios

The Identification of Invalid In-
formation about the COVID-19 
Coronavirus Pandemic on a 
Social Networking Platform

Georgios Lygeros was born in Patras in Western Greece. 
Working as a police officer he is currently in charge of 
the Regional Department investigating trafficking in 
human beings-sexual exploitation. At the same time, 
through his role as Regional Coordinator for inter-
net-based crime, he works in close collaboration with 
the Central Division of Cyber Crime, focusing on related 
cases through internet. He is also a certified member 
of the Crises Negotiation Team of the Hellenic Police, 
responsible for the region of Western Greece. He holds 
a master's degree in communication and information 
systems from the University of the Aegean and a mas-
ter's degree in crisis management from the Kapodistri-
an University of Athens.
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Marín López, Montserrat 

Executive Director’s Welcome 
Address?

María Montserrat Marín López is the Executive Director 
of CEPOL, the European Agency of Law Enforcement 
Training. She has held various leading operational and 
strategic roles for 26 years in a wide range of policing 
areas such as forensics, public safety, money launder-
ing, drug trafficking, and irregular migration. She had 
been serving as Commissioner of Police since 2017. Ms. 
Marín López, who has broad experience in police train-
ing and education, studied Psychology and graduated 
with honours from the CEPOL European Joint Master 
Programme in 2019.

Contact: montserrat.marin-lopez@cepol.europa.eu

Nogala, Detlef

Preparing Law Enforcement 
for the Digital Age – Editor’s 
reflection

Research and Knowledge Management Officer, Euro-
pean Union Agency for Law Enforcement Training (CE-
POL). 

Dr Detlef Nogala has worked at CEPOL for almost 20 
years, first as a scientific advisor, then as RKMO until the 
end of October 2022, and has been Editor-in-Chief of 
the Bulletin since its launch. He holds diplomas in psy-
chology and criminology from the University of Ham-
burg and earned his PhD in political science from the 
Free University of Berlin. Research, project and teach-
ing activities at the University of Hamburg, the Ham-
burg Police Academy and the Max Planck Institute for 
Foreign and International Criminal Law at Freiburg i.Br., 
Germany. He now occasionally works as a freelance 
consultant and author.

Relevant publications:
• Nogala, D. (2021) ‘Von der Policey zur PolizAI - Vorüber-

legungen zur weiteren Aufklärung eines zukunftsfesten 
Polizeibegriffs’, in R. Haverkamp et al. (eds) Unterwegs 
in Kriminologie und Strafrecht - Exploring the World of 
Crime and Criminology. Festschrift für Hans-Jörg Albre-
cht zum 70. Geburtstag. Berlin: Duncker & Humblot, pp. 
391–412.

• Nogala, D. and Schröder, D. (2019) ‘Innovations in Law 
Enforcement – Introduction to the Special Conference 
Edition’, in D. Nogala et al. (eds) Innovations in Law En-
forcement – Implications for practice, education and civ-
il society. Luxembourg: EU Publication Office (European 
Law Enforcement Research Bulletin, Nr. 4), pp. 7–17.

• Konze, A. and Nogala, D. (2018) ‘Higher Police Education 
in Europe: Surveying Recent Developments’, in C. Rogers 
and B. Frevel (eds) Higher Education and Police - An In-
ternational View. Palgrave Macmillan, pp. 155–177.

Contact: dr.detlef.nogala_exCEPOL@gmx.net

Ott, Kristina

The Influence of Digital 
Devices on Learning Interest, 
Engagement and Academic 
Performance in Basic Police 
Training

Senior staff for the implementation of the digitalisation 
strategy in the Department training and further educa-
tion, Headquarters of the Bavarian Riot Police..

Contact: kristina.ott@polizei.bayern.de

Pap, Andras L. 

Race, Ethnicity, Biotechnology 
and the Law 

Research Professor and Head of Department for Consti-
tutional and Administrative Law at the Eötvös Loránd 
Research Network (formerly Hungarian Academy of 
Sciences) Centre for Social Sciences Institute for Legal 
Studies.
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Professor of Law at the Institute of Business Economics 
at Eötvös University (ELTE) and at the Law Enforcement 
Faculty of Ludovika University

Research Affiliate at CEU Democracy Institute, Rule of 
Law Research Group in Budapest, Hungary. Adjunct 
(Recurrent Visiting) Professor in the Nationalism Studies 
Program at the Central European University in Vienna. 

His research interest includes comparative constitution-
al law, human rights, law enforcement, in particular hate 
crimes, discrimination and the conceptualization of race 
and ethnicity. He worked as rapporteur, consultant, sen-
ior expert, project manager and lead researcher in vari-
ous project commissioned by the European Union (the 
Commission as well the Parliament and the Agency for 
Fundamental Rights), the Council of Europe and the UN. 
He is a recurrent evaluator for research grants for the EU 
and agencies in the Czech Republic Netherlands, Russia, 
Slovakia and Switzerland and serves as expert witness 
for courts in the UK and the US. He habitually works with 
international NGO’s and think tanks like Freedom House, 
Transparency International, the Open Society Institute, 
Scholars at Risk, the Centre for European Policy Studies, 
International Centre for Democratic Transition, and for 
many years had been trainer at the International Law En-
forcement Academy. He is a member of the Hungarian 
Helsinki Committee. He is the author of multiple pub-
lications in English and frequent conference presenter.

Relevant publications:
• Academic freedom: A test and a tool for illiberalism, ne-

oliberalism and liberal democracy, The Brown Journal of 
World Affairs, Spring/Summer 2021 • Volume XXVI, Issue 
II.

• Piecemeal Devourment: Academic Freedom in Hungary, 
UIC John Marshall Law Review, January 5th, 2021, https://
lawreview.jmls.uic.edu/piecemeal-devourment-aca-
demic-freedom-in-hungary/.

• Neglect, marginalization and abuse: hate crime legis-
lation and practice in the labyrinth of identity politics, 
minority protection and penal populism, Nationalities 
Papers, The Journal of Nationalism and Ethnicity, Volume 

49 Issue 3. (2020)

Papadoudis, Nikolaos

Mobile Forensics and Digital 
Solutions 

Police Lieutenant, Digital Evidence Examiner at the Hel-
lenic Police Forensic Science Division / Digital Evidence 
Department. Postgraduate Student, Department of 
Computer Science and Engineering – MSc in Artificial 
Intelligence, European University Cyprus.

Contact: n.papadoudis@astynomia.gr

Raffaele, Luigi

Technology Foresight on 
Biometrics for the Future of 
Travel 

Luigi Raffaele is a Research Senior Assistant in the Fron-
tex Research and Innovation Unit, where he supports 
the development and implementation of research 
studies and R&I projects in the field of border security. 
He joined the Research and Innovation Unit in 2019 as 
seconded national expert from the Ministry of Interior 
– Central Anticrime Directorate of the Italian National 
Police – Italy. Luigi previously served in the microelec-
tronics and optoelectronics industries for 15 years. He 
holds a MSc degree and a PhD in Electronics, and a 
Master’s Degree in Engineering Management for Pub-
lic Security.

Contact: luigi.raffaele@frontex.europa.eu 
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Rufián Fernández,  
Francisco José

Open Source Intelligence and 
Cultural Property Crimes 

Archaeologist and Police Officer in the Municipal Police 
of Madrid. Currently, finishing a PhD in Law, at the Au-
tonoma University of Madrid and researching heritage 
protection by local policies. 

Relevant publications:
• Sanz Domínguez, E., Rufián Fernández, F.J., Sabrine, I. 

(2023). New Security Challenges at Museums and His-
toric Sites: The Case of Spain. In: Oosterman, N., Yates, 
D. (eds) Art Crime in Context. Studies in Art, Heritage, 
Law and the Market, vol 6. Springer, Cham. https://doi.
org/10.1007/978-3-031-14084-6_7

• Isber Sabrine, Francisco José Rufián Fernández (2021) 
Tráfico ilícito de antigüedades: una visión internacion-
al del problema En: Tutela de los bienes culturales: una 
visión cosmopolita desde el derecho penal, el derecho 
internacional y la criminología / coord. por Juan Periago 
Morant; Cristina Guisasola Lerma (dir.), pp. 597-612.

• Rufián Fernández, F J; M Fernández Díaz; Sabrine, I; 
Ibáñez, J J; Claramunt-López, B; et al. (2020)  The docu-
mentation and protection of cultural heritage during 
emergencies. The International Archives of Photo-
grammetry, Remote Sensing and Spatial Information 
Sciences; Göttingen Tomo XLIV-M-1-2020, Göttingen: 
Copernicus GmbH, pp. 287-293. doi:10.5194/isprs-ar-

chives-XLIV-M-1-2020-287-2020.

Schreurs, Wendy

AI Potential to Uncover Crimi-
nal Modus Operandi Features 

Wendy Schreurs works as a scientific researcher at the 
Dutch Police Academy. She is also the program director 
of the Master of Science in Policing, which is a collabo-
rative programme between Canterbury Christ Church 

University and the Dutch Police Academy. She has a 
background in social psychology and public admin-
istration and received her PhD in 2019 on Citizen Par-
ticipation in the police domain. Currently she is mainly 
working on research on the topic of intelligence. 

Relevant publications:
• Schreurs, W., Franjkić, N., Kerstholt, J. H., De Vries, P. W., 

& Giebels, E. (2020) Why do citizens become a member 
of an online neighbourhood watch? A case study in The 
Netherlands. Police Practice and Research, 21(6), 687-701.

• Schreurs, W., Kerstholt, J. H., de Vries, P. W., & Giebels, E. 
(2018) Citizen participation in the police domain: The 
role of citizens’ attitude and morality. Journal of commu-
nity psychology, 46(6), 775-789.

• Zebel, S., Schreurs, W., & Ufkes, E. G. (2017) Crime serious-
ness and participation in restorative justice: The role of 
time elapsed since the offense. Law and human behav-
ior, 41(4), 385.

Contact: Wendy.Schreurs@politieacademie.nl

Sousa-Silva, Rui

Forensic Linguistics: The 
potential of language for Law 
Enforcement in the Digital Age 

Rui Sousa-Silva is assistant professor of the Faculty of 
Arts and researcher at the Linguistics Centre (CLUP) 
of the University of Porto, where he conducts his re-
search into Forensic Linguistics, especially in the areas 
of authorship analysis, plagiarism detection and anal-
ysis and cybercrime. He has a first degree in Transla-
tion and a Masters in Terminology and Translation, 
both awared by the Faculty of Arts of the University 
of Porto, and a PhD in Applied Linguistics from Aston 
University (Birmingham, UK), where he submitted his 
thesis on Forensic Linguistics. He has also authored 
and co-authored several articles on (computational) 
authorship analysis, plagiarism detection and analysis 
of cibercriminal communications. He is co-editor of 
the international bilingual journal Language and Law 
/ Linguagem e Direito (with Malcolm Coulthard) and of 
the 2nd edition of 'The Routledge Handbook of Foren-
sic Linguistics', published by Routledge (with Malcolm 
Coulthard and Alison May). He is chair of the 'Compu-
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tational Linguistics' working group of the COST Action 
LITHME – Language in the Human-Machine Era.

Relevant publications:
• Sousa-Silva, R. (2022) Fighting the Fake: A Forensic Linguistic 

Analysis to Fake News Detection. International Journal for 
the Semiotics of Law – Revue Internationale de Sémiotique 
Juridique. https://doi.org/10.1007/s11196-022-09901-w

• Coulthard, M., May, A., & Sousa-Silva, R. (Eds.). (2021) The Rou-
tledge Handbook of Forensic Linguistics (2nd ed.). London 
and New York: Routledge.

• Sousa-Silva, R., Laboreiro, G., Sarmento, L., Grant, T., Olivei-
ra, E., & Maia, B. (2011) ‘twazn me!!! ;(’ Automatic Authorship 
Analysis of Micro-Blogging Messages. In R. Muñoz, A. Mon-
toyo, & E. Métais (Eds.), Lecture Notes in Computer Science 
6716 Springer 2011: Vol. Natural La (pp. 161–168). Berlin and 
Heidelberg: Springer – Verlag.

Contact: rssilva@letras.up.pt.

Turchi, Fabrizio

Developing a Judicial Cross-
Check System for Case Search-
ing and Correlation Using a 
Standard for the Evidence

Fabrizio Turchi is the Technological Director at Institute 
of Legal Informatics and Judicial Systems of the Na-
tional Research Council of Italy (CNR-IGSG). His research 
activities are the applications of IT to legal domain, 
legal standard and legal drafting, and use of the XML 
technologies to devise legal documents models. He 
has been designing and developing Web applications, 
formal parsers to identify parts and structures that 
exist inside textual documents and natural language 
processing techniques applied to legal documents for 
knowledge extraction, such as automated text classifi-
cation and anonymity processes based on Named En-
tity Recognition (NER). He has been involved in several 
European projects:

• Evidence (European Informatics Data Exchange Frame-
work for Courts and Evidence – March 2014/August 
2016), as leader of the WP4 (Standard Issues);

• Evidence2e-Codex (Linking Evidence into e-CODEX for 
EIO and MLA procedures in Europe – February 2018 /Jan-

uary 2020), as leader of the WP3 (Matching Evidence into 
e-CODEX)

• EXEC-II (Electronic eXchange of e-Evidences with e-CO-
DEX – October 2020/September 2022), as leader of the 
WP6 (Piloting of the exchange of digital evidence across 
Member States by using the Evidence Exchange Stand-
ard Package Application)

• INSPECTr (Intelligence Network & Secure Platform for Evi-
dence Correlation and Transfer (INSPECTr, as leader of the 
WP2 (Provide a Reference Framework for the Standardi-
sation of Evidence Representation & Exchange (SERE) to 
be implemented in the INSPECTr platform)

Contact: fabrizio.turchi@igsg.cnr.it

Turksen, Umut

Art of Money Laundering with 
Non-Fungible Tokens: A myth 
or reality? 

Umut Turksen is a Professor in law at the Centre in Finan-
cial and Corporate Integrity, Coventry University, United 
Kingdom. He leads the EU-funded TRACE Project (https://
trace-illicit-money-flows.eu) and the Law, Risk and Compli-
ance Cluster at the Research Centre for Financial and Cor-
porate Integrity, Coventry University. He is interested in the 
practical application of the law in innovation, societal secu-
rity and development. He has published several books and 
articles on energy, financial crime and international trade 
and economic law. He has provided consultancy and train-
ing to prestigious international businesses and govern-
ment projects, including technical assistance programmes 
for multinational corporations (e.g., France Telecom, Equas 
Ltd, Wilmington Plc) and international organisations (e.g., 
Commonwealth, NATO, EUROPOL); and professional devel-
opment training for practitioners and EU-funded projects 
(e.g., SecuCities, MUTRAP III, COFFERS, PROTAX, VIRTEU). 
Umut is also a member of the UK Innovation Caucus.

Contact: umut.turksen@coventry.ac.uk
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Whelan, Michael

Law Enforcement Agency 
Capacity Building as a Driver 
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Michael is an experienced cyber analyst at UCD Centre for 
Cybersecurity and Cybercrime Investigation. He engages 
with a wide range of sectors including financial services, 
national government and international law enforcement 
communities, contributing to the fields cybersecurity and 
cybercrime investigations. In particular, he works closely 
with law enforcement officers from across Europe, coor-
dinating and implementing the stages of the software 
development lifecycle, developing open-source tools 
for cybercrime investigations. He is passionate about in-
novation and education, with a demonstrated history of 
working in the higher education sector. He has prepared 
and delivered many modules for Programming for Inves-
tigators, Digital Forensics and Online Investigator training 
courses.Michael holds a BSc and Research MSc from Uni-
versity College Dublin.

Contact: michael.whelan@ucd.ie
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Day 1: Wednesday 8th June 2022

Speakers1 Contribution Room

Inga Žalėnienė Welcome Address by Rector of Mykolas Romeris Uni-
versity

Auditorium 
(Plenary) 

Ylva Johansson Welcome Address by EU Commissioner Home Affairs 
(per video)

Auditorium 
(Plenary) 

Montserrat Marín 
López

Welcome Address by CEPOL Executive Director Auditorium 
(Plenary) 

Juan Fernando López 
Aguilar

Welcome Address by Chair of the LIBE Committee of 
the European Parliament (per video)

Auditorium 
(Plenary) 

Arunas Paulauskas Welcome Address – Deputy Police Commissioner 
Lithuanian Police

Auditorium 
(Plenary) 

Coffee Break I Lobby

Andy Higgins Redesigning Policing and Public Safety for the Digital 
Age: an example for Europe?

Auditorium 
(Plenary) 

Ruud Staijen The Importance of Forensic Speed in Crime Fighting – 
making things digital

Auditorium 
(Plenary) 

Lunch Break I Lobby

Iulian Coman,  
Noemi Alexa

EU law enforcement training needs on digital skills and 
the use of new technologies

Panel Room III 

Ana Isabel Barros,  
Wendy Schreurs

AI Potential to Uncover Criminal Modus Operandi Panel Room I

Cédric Carré Challenges of E-learning in the French Police Nationale Panel Room II

Niklas Hamann UNCOVER – Towards an efficient framework for uncov-
ering hidden data in digital media

Panel Room III

Micha Fuchs,  
Kristina Ott

The influence of digital devices on learning interest, 
engagement and academic performance in basic 
police training – Experiences and findings

Panel Room II

1 Names in bold are contributors of this volume.
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Speakers1 Contribution Room

Maj Lenaršič AI model building for data analysis in LEAs: A practical 
example

Panel Room I

Markianos Kokkinos Challenges and Perspectives on the Digitalization of 
Education at the Cyprus Police Academy

Panel Room II

Maria Eleni Vardaki Predicting crime in Athens, Greece: A Machine Learn-
ing Approach

Panel Room I

Theodora Tsikrika CONNEXIONs H2020 project: crime scene investigation 
and training through 3D reconstruction and VR

Panel Room III

Coffee Break II Lobby

Tor Damkaas E-learning Community Policing for International Police 
Advisors

Panel Room II

Umut Turksen,  
Thomas Havranek

The Human Factors and AI in Countering Financial 
Crime and Tracing Illicit Money Flows

Panel Room I

Andras L. Pap,  
Eszter Kovács Szitkay

Race, Ethnicity, Biotechnology and the Law: Potentiality 
and Challenges for Law Enforcement in the Digital Age

Panel Room III

Héctor López Carral An Assistive System for Transferring Domain Knowl-
edge to Novice Officers

Panel Room II

Nienke de Groes The Potential of Artificial Intelligence and Data Science 
in Securing Ports against Undermining Crimes

Panel Room I

Vesa Huotari The police – a tool, machine or technical ensemble? Panel Room III

Anita Hazenberg Innovation and Digitalization in Global Policing:  
a roadmap for action

Auditorium 
(Plenary) 

Maria Haberfeld American Policing in the Digital Age Auditorium 
(Plenary) 

"Learning and Education in the Digital Age – What to 
look out for?" (Panel)

Auditorium 
(Plenary) 

Day 2: Thursday 9th June 2022

Speakers2 Contribution Room

Jesús Gómez Increasing Efficiency in the Fight against Hate Crimes in 
Spain using Artificial Intelligence

Panel Room I

Francisco Rufián 
Fernández, Agustín 
Constante Orrios

OSINT and Cultural Property Crimes. Lecture Room 1

George Kokkinis Implementing the THOR Methodology in Security 
projects: Lessons learnt on the interplay of techno-
logical, human-related, organisational, and regulatory 
challenges

Panel Room II

Georgios Lygeros Identification of invalid information about the Covid-19 
coronavirus pandemic on a social networking platform

Lecture Room 2

Jorn van Rij Cyber ethnographic policing as a step forward to suc-
cess: A Human Trafficking example

Panel Room III

2 Names in bold are contributors of this volume.
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Patrick Perrot Generative Adversarial Network for LEA: Dr Jekyll or Mr 
Hyde ?

Panel Room I

Rui Sousa-Silva Forensic Linguistics: The potential of language for Law 
Enforcement in the Digital Age

Panel Room II

Sigute Stankeviciute,  
Evaldas Bruze

Innovative NAAS ecosystem to fight desinformation 
and related online threats

Lecture Room 2

Ashwinee Kumar e-Evidence: Collection, Analysis, and Sharing: An ev-
idence-based policy perspective by the EU funded 
research projects LOCARD, ROXANNE & FORMOBILE

Panel Room III

Krunoslav Antoliš Cross-border Access to Digital Evidence at Internet and 
Cloud

Lecture Room 1 

Nestor Garcia-Barcelo,  
Marta Rivero

“SER – DesVi: developing a predictive system for the 
risk assessment of missing persons’ harm and fatal-vio-
lent outcomes”.

Lecture Room 1

Juan Arraiza EACTDA presentation – a new exploitation path for 
security research results

Panel Room II

David Wright Clustering and other measures to improve informa-
tion sharing and cooperation between LEAs and the 
private sector

Panel Room III

Amr el Rahwan Artificial Intelligence and Interoperability for Solving 
Challenges of OSINT and Cross-Border Investigations

Panel Room I

Coffee Break III Lobby

Luís Elias Policing in a Digital Age: a balance between communi-
ty-based strategies and technological intelligence

Auditorium 
(Plenary)

Sirpa Virta Digital Meets Political: Strategic Preparedness of the 
Police for AI and Hybrid Threats

Auditorium 
(Plenary)

Lunch Break II Lobby

Roger von Laufenberg Intelligence Led Policing and the Risks of Artificial 
Intelligence

Panel Room III

Luigi Raffaele Technology Foresight on Biometrics for the Future of 
Travel

Lecture Room 1

Fabrizio Turchi,  
Gerardo Giardiello

Developing of a Judicial Cases Cross-Check System for 
Case Searching and Correlation Using a Standard for 
the Evidence

Panel Room II

Nikolaos Papadoudis Mobile Forensics, Big Data and Artificial Intelligence: 
Current Status, Challenges and Future Directions

Panel Room I

Maria Jofre,  
Antonio Bosisio

Investigating High-Risk Firms through the Application 
of a Machine Learning-based Approach to Cross-Bor-
der Ownership Data

Panel Room I

Michael Whelan LEA Capacity Building as a Driver for the Adoption of 
European Research

Panel Room III

Tiina Koivuniemi Developing Law Enforcement Agencies Online – Chal-
lenges and Opportunities in International Develop-
ment Cooperation

Panel Room II

Costas Kalogiros The ROXANNE platform for supporting Law Enforce-
ment practitioners in criminal investigations by analys-
ing multi-modal data

Lecture Room 1
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Zaneta Navickienė,  
Mindaugas Bilius

Whether Traditional Didactic Tools Are Appropriate for 
Methodics of Modern Crime Investigation?

Panel Room II 

Umut Turksen,  
Dimitrios Kafteranis

Non-Fungible Tokens (NFTs) in the art market: A new 
medium for money laundering?

Panel Room I

Rashel Talukder CYCLOPES – Cybercrime Law Enforcement Practition-
ers Workshop

Lecture Room 1

Coffee Break IV Lobby

Ruth Linden Accountability Principles for Artificial Intelligence 
(AP4AI) in the Internal Security Domain – Europol 
Innovation Lab

Auditorium 
(Plenary)

Matthias Leese Digitization: Proceed with care Auditorium 
(Plenary)

"Artificial Intelligence in and for Law Enforcement: Pan-
acea or Hype?" (Panel)

Auditorium 
(Plenary)

Day 3: Friday 10th June 2022

Speakers Contribution Room

Ksenija Butorac Evidential validity of video surveillance footage in crim-
inal investigation and court proceedings

Panel Room III

Project Technical Demonstrations Lecture Room 1

Tatjana Kuznecova Use of digital tools and data science techniques to 
facilitate cold case investigation

Panel Room II 

Jose L. Diego RESPOND-A Project: How Digital Tools Can Help LEAs 
Managing Emergencies

Panel Room I 

Ruben Fernández Bleda Overview of CC-DRIVER and RAYUELA projects: in-
vestigate, identify, understand and explain drivers of 
juvenile cyberdelinquency

Panel Room I

Nicoleta Apolozan Children on the Internet – Law Enforcement Challenges Panel Room III

Marion Johanna 
Neunkirchner

Digitalization in penal system changes workflows and 
daily decision makings in prisons

Panel Room II

José L. Diego DARLENE project: Enhancing LEA decision-making by 
employing AR and ML capabilities

Panel Room I

Paul Caruana Burning bridges – understanding participant typolo-
gies and behaviours of Live Distant Child Abuse (LDCA) 
as a contributor towards response calibration.

Panel Room III

Michael Whelan INSPECTr: Intelligence Network and Secure Platform for 
Evidence Correlation and Transfer

Panel Room II

Coffee Break V Lobby

Joanna Goodey Embedding Respect for Fundamental Rights in Artifi-
cial Intelligence for Policing and Law Enforcement

Auditorium 
(Plenary)

Olivier Onidi Looking Ahead: Preparing Law Enforcement for the 
Digital Age (per video)

Auditorium 
(Plenary)

Montserrat Marín López Conclusion of Conference Auditorium 
(Plenary)

Farewell Lunch – Departure of Participants Lobby
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