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Abstract

The major investigation challenges are summarised as multiple-identity, fraudulent actions, lack of interoperability 
and absence of an effective technical solution for exchanging Cross-Border information, and complexity of OSINT 
investigations. 
The EU published Regulations (EU) 2019/817 and 2019/818 for establishing a framework for EU interoperability be-
tween information systems in the field of borders and visa information systems, police and judicial cooperation, 
asylum, and migration. Existing systems such as EURODAC, SIS / SISII, and VIS must share data, and new systems 
such as ECRIS-TCN, EES, and ETIAS also need to follow these guidelines. Although the eu-LISA will implement the 
interoperability framework in 2023, new challenges will emerge, such as investigating multiple-identity and iden-
tity frauds due to the different formats and structures of data, low quality of biographic and biometric data, and 
low accuracy of matching algorithms. 
Furthermore, the Open Source Intelligence (OSINT) investigation process is not automated, consumes a lot of 
time, and is overwhelming. When border security and law enforcement officers use methods of OSINT to investi-
gate terrorism and serious crime, it is very difficult to match and link the identity-related data and facial images of 
the suspects stored in the EU systems, Cross-Border systems, and open sources. 
The paper argues different Artificial Intelligence (AI) methods and algorithms and interoperability could be the 
optimum solution for the challenges mentioned above. The paper highlights a Person-Centric approach using 
Artificial Intelligence and interoperability to solve the challenges that emerge during investigations, such as mul-
tiple-identity, identity frauds, exchanging Cross-Border information, and the complexity of OSINT investigations.
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Introduction

The paper highlights using artificial intelligence and in-
teroperability for solving the challenges of OSINT and 
Cross-Border investigations. The four major challenges 
are multiple-identity, fraudulent identity, cross-bor-
der investigations, and OSINT complexity. The multi-
ple-identity and fraudulent identity challenges exist 
on the national level of the European Member States, 
and more challenges will emerge between the nation-
al level and the central EU level after implementing 
the new interoperability architecture. The newly es-
tablished central and national ETIAS “European Travel 
Information and Authorisation System” units will face 
the challenge of confirming or rejecting the relations 
and links between the different encounters of the mul-
tiple-identity and fraudulent identity. The main chal-
lenge for cross-border investigation is the difficulty of 
exchanging cross-border information and the non-ex-
istence of a proper interoperable information system 
or a technical solution for exchanging information re-
lated to the cross-border investigation. The complex-
ity of OSINT is challenging because only officers with 
strong information technology skills and background 
can obtain optimum results from OSINT investigations. 
In contrast, detectives and investigators with basic IT 
skills can’t obtain good results from OSINT investiga-
tions, either for investigations for solving national or 
cross-border crimes.

Furthermore, the paper highlights the relevant tech-
nologies that could be used for solving the mentioned 
challenges, especially using interoperability and pre-
trained Artificial Intelligence algorithms. Moreover, 
understanding the existing technology limitations is 
essential for obtaining good results and recommend-
ing the best practice for achieving optimal results. 
Furthermore, introducing a new Person-Centric OSINT 
approach complies with the UMF “Universal Message 
Format” standard of European interoperability. The 
newly introduced Person-Centric OSINT approach 
will allow the detectives and investigators with basic 
IT skills to achieve good results in identifying suspects 
and victims of terrorism and serious crimes without be-
ing overwhelmed with learning advanced IT or OSINT.

Moreover, the paper presents three hypothetical cases, 
recommends the HORUS system for SSI “Single Search 
Interface” as a practical technical solution for cross-bor-
der interoperability and exchanging of cross-border 

information, and simulating an automated search sce-
nario for identifying an unknown terrorist.

Finally, the paper describes the required training for 
law enforcement officers in each Member State, and 
it concludes the required training for compliance with 
EU interoperability standards, the required support for 
purchasing and implementing AI, interoperability, and 
Single Search Interface, the required capacity building 
for technical, functional, and operational officers, and 
essential AI training on Facial Recognition and Per-
son-Centric OSINT for cross-border investigations.

Challenges

Multiple‑Identity
The central EU information systems were implemented 
in silos, creating information gaps due to a lack of in-
teroperability. Implementing the information systems 
in silos has created challenges for detecting incorrect, 
incomplete, or fraudulent identities.

Subsequently, on the 22nd of May 2019, the EU pub-
lished two new regulations. Regulation (EU) 2019/817: 
establishing a framework for EU interoperability be-
tween information systems in the field of borders 
and visa information systems (Council Regulation 
(EC) 817/2019). Regulation (EU) 2019/818: establishing 
a framework for EU interoperability between informa-
tion systems in the field of police and judicial cooper-
ation, asylum, and migration (Council Regulation (EC) 
818/2019). Article (38) of the regulations established the 
UMF “Universal Message Format” standard to achieve 
interoperability.

The need to improve EU interoperability is clear. Exist-
ing systems such as EURODAC, SIS / SISII, and VIS must 
share data, and new IT systems such as ECRIS-TCN 
(Council Regulation (EC) 816/2019), EES (Council Regu-
lation (EC) 2226/2017), and ETIAS also need to follow 
these guidelines. That must be done without adding 
new databases or changing access rights to existing 
systems.

The components needed as part of the move towards 
EU interoperability include the following: the European 
Search Portal (ESP) for fast and seamless simultaneous 
searches in EU information systems, in addition to Eu-
ropol and Interpol data; the Shared Biometric Match-
ing Service (sBMS) (European Union Agency for the 
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Operational Management of Large-Scale IT Systems in 
the Area of Freedom, Security and Justice, 2018) that 
searches and compares biometric data (fingerprints 
and facial images), linking this data to other systems; 
the Common Identity Repository (CIR) (European Un-
ion Agency for the Operational Management of Large-
Scale IT Systems in the Area of Freedom, Security and 
Justice, 2018) to increase the accuracy of identification 
through automated comparison and matching, and 
the Multiple Identity Detector (MID) (European Council: 
Council of the European Union, 2019) for automatic de-
tection of multiple identities linked to the same set of 
biometric data.

However, many common challenges will emerge due 
to the different formats and structures of data, low 
quality of biographic and biometric data, low accuracy 
of matching algorithms, errors in data entry, and fraud-
ulent actions. For example, when the border author-
ities receive the Advance Passenger Information (API) 
and the Passenger Name Record (PNR) of air and sea 
passengers, it is difficult to exchange and match the 
identity of one passenger with his/her records stored 
in the EES, ETIAS, SIS, and VIS due to lack of interoper-
ability and different data structures and formats. An-
other example of these challenges is the car license 
plate number. The license plate number has different 
formats and structures that vary from one Member 
State to another, creating difficulties in searching and 
finding the correct license plates and linking them with 
individuals, such as owners or suspects.

TCNs, or Third Country Nationals, are mainly the per-
sons of interest stored in the EU information systems 
for different purposes, except for SIS, which also stores 
information about European citizens. The SIS / SIS-
II (Council Regulation (EC) 1862/2018) stores security 
alerts on persons wanted by the Member States, and 
the officers can search the central information systems 
with biometric data such as fingerprints or biographic 
data such as first name, family name, gender, date of 
birth, place of birth, and nationality to find targeted 
persons or search object alerts such as A Vehicle; a Fire-
arm; a Blank Document; an Issued Document; a Bank-
note; an Industrial Equipment; an Aircraft; a Boat; a Boat 
Engine; a Container; a License Plate; a Security; a Vehi-
cle Registration Document. The EURODAC (Council 
Regulation (EC) 2013/603) system stores biometric in-
formation such as facial images, fingerprints, and iden-
tity-related biographic information of asylum seekers 
and illegal border crossers. The officers can search the 

central system by any element of the stored informa-
tion. The VIS or Visa Information System stores the 
information such as facial images, fingerprints, name, 
gender, date of birth, place of birth, nationality, and ad-
dress of the TCNs travelling with a short-stay visa, and 
the authorities have up to fifteen working days for vet-
ting the travelers and checking for security clearance.

Important to mention that the central EU systems have 
gaps in covering all the persons of interest living or 
travelling to the Member States of the European Un-
ion. The gap could be summarised in three types of 
persons of interest: the short stay visa-exempted third 
country travellers, permanent foreign residents, and EU 
citizens. The eu-LISA will implement the ETIAS system 
and units for solving the gap for the visa-exempted 
TCNs. However, none of the existing or newly estab-
lished central European information systems will solve 
the gap for permanent TCN residents and EU citizens. 
Each Member state is responsible for solving that gap 
by creating national systems and achieving interoper-
ability between the national and central information 
systems as per the EU regulations for interoperability. 
Clause 22 of regulations (EU) 2019/817 and 2019/818 
states that [Member States dispose of efficient ways to 
identify their citizens or registered permanent residents 
in their territory], so each Member State is responsible 
for solving the gap and issue related to its citizens and 
permanent residents to avoid security vulnerabilities 
and to reveal their identities if they became suspects 
or victims of terrorism or serious crime.

The security authorities have enough time to apply se-
curity check and clearance on the travellers on a stand-
ard short-stay visa with their information stored at the 
VIS. At the same time, only 48 hours are available to 
perform security clearance of the visa-exempted third 
country visitors as mentioned in the regulation (EU) 
2018/1240 on establishing a European Travel Informa-
tion and Authorisation System ETIAS (Council Regula-
tion (EC) 1240/2018). The ETIAS will solve the existing 
security gap of the visa-exempted TCNs. However, 
the central and national ETIAS unit officers should be 
well-trained to solve the multiple-identity issues. The 
visa-exempted visitor will apply for a travel authorisa-
tion before arrival to the EU Member State. The visitor 
will submit identity-related information such as a facial 
image and biographical data, which will be stored and 
processed by the ETIAS. The identity-related informa-
tion will be searched against all the central EU infor-
mation systems to check the former existence of the 



182

European Law Enforcement Research Bulletin – Special Conference Edition Nr. 6

visa-exempted applicant in other EU systems than the 
ETIAS, and the central MID, Multiple-Identity Detector, 
will automatically flag the identities with similarities 
based on biometric matches or biographic matches. 
The ETIAS unit officers have to manually investigate all 
the elements of the multiple-identities and confirm or 
reject the link between identities.

Similarly, the multiple-identity issue may occur when 
using methods of OSINT to gather more information 
on suspects, victims, or travellers. The multiple-identity 
issue gets more complex if the identity-related results 
of OSINT search is in a language other than the lan-
guage of the information stored in the EU or Member 
States information systems. For example, the name, 
gender, date of birth, place of birth, and nationality are 
stored using a Latin-based script in the EU information 
systems. It is very challenging for the officers, detec-
tives, and investigators to decide on the similarities or 
differences of a multiple-identity with biographic infor-
mation received from OSINT results and written in Ara-
bic, Cyrillic, Chinese, Greek, Japanese, or Korean scripts. 
Especially if the officers didn’t read or understand the 
foreign script. The first case of the cases section will 
clarify an example of multiple-identity.

Identity Fraud
The fraudulent actions and wrong matches are other is-
sues created due to the lack of interoperability and low 

accuracy of some biometric modalities. For example, 
the fingerprints of a third-country national could be 
enrolled in the VIS system with specific identity infor-
mation, while the fingerprints of the same third-coun-
try national might be enrolled in the EURODAC system 
using different identity information. A second example 
is that the different facial images of a third-country na-
tional could be enrolled in the VIS and EURODAC sys-
tems. When submitting a facial query to both systems, 
the results could be two lists of candidates, instead 
of one “hit/no hit” from each system, due to the low 
quality of facial images and the low accuracy of facial 
recognition algorithms.

Finally, when the border security officers and the law 
enforcement officers use methods of Open Source In-
telligence (OSINT) to investigate terrorism and serious 
crime, it is very difficult to match the identity-related 
data and facial images of the suspects stored in the EU 
systems with the data from open sources. Moreover, 
most law enforcement and border security officers’ 
basic information technology skills are insufficient for 
detecting fraudulent identities when using OSINT for 
investigations. The officers should receive advanced 
biometric training, especially facial recognition train-
ing, and Person-Centric OSINT training to be qualified 
to detect, investigate, and match identity frauds from 
open source. The second case of the cases section will 
clarify an example of identity fraud.

EU Central Systems: 
Multiple-Identity 
Detection for new 

enrollment & ETIAS

Member State:
Multiple-Identity 

Detection for national 
ETIAS & National DBs

Persons of Interest:
Visitor TCNs &           

few EU Citizens in SIS

Persons of Interest:
EU Citizens &    
Resident TCNs

Clause 22 of Interoperability 
Regulations 2019/817 & 818: 
Member State Responsibility
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Cross‑Border Investigation
Cross-Border information exchange is required when 
revealing the identity of an involved suspect or victim 
depending on identity information or criminal informa-
tion that resides in a foreign country outside the bor-
ders of European countries. Furthermore, exchanging 
of cross-border information is required by immigration 
authorities for the identification and security clearance 

of TCN asylum seekers and travellers. Cross-Border in-
vestigations are challenging because there is no proper 
way or technical solution for exchanging cross-border 
information, and the officers in the EU countries don’t 
have access to the cross-border databases and infor-
mation systems. The third case of the cases section will 
simulate the challenge and the solution for a valid hy-
pothetical scenario for cross-border investigation.

Cross-Border
DBs

Officer in EU

OSINT Complexity
Using tools and methods of OSINT is challenging be-
cause it contains various information technology ele-
ments such as domains, websites, protocols, headers, 
codes, scripts, IP addresses, certificates, hashes, user-
names …etc. It requires strong IT skills to obtain op-
timum results in revealing the identities of suspects or 
victims related to terrorism or serious crime. Moreover, 
it is difficult to match the suspects’ identity-related 
data and facial images stored across the different da-
tabases with the data from open sources. For example, 
a suspect has a record stored in a national or European 
database such as SIS or EURODAC. The stored record 
might be biographic data or a facial image. When the 
suspect has a different identity on the internet and so-
cial media, it is difficult to link the identity stored in the 
national and EU databases with the fraudulent identity 
claimed on the internet and social media.

Furthermore, the officers don’t get the optimum re-
sults from the OSINT tools because they need to un-

derstand the tools’ mechanism, accuracy, and demo-
graphics. Also, they may not differentiate between 
image recognition and facial recognition in many cas-
es. For example, it is important to understand which 
type of human images could return good results when 
searching with tools such as Google, Bing, and Yandex. 
Those OSINT tools are Artificial Intelligence algorithms 
for image recognition, not facial recognition. Another 
example is the facial Recognition AI algorithms used 
for OSINT have limitations due to their recognition 
mechanism, the accuracy of algorithms, geographic 
coverage, and ethnicity bias. Understanding the limi-
tations will lead to optimum results when using such 
OSINT tools dedicated to facial recognition.

Finally, the different encounters of the same identity 
are not linked across the different data sources, creat-
ing multiple-identity and fraudulent identity challeng-
es due to lack of interoperability and the variations of 
names and languages.
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Artificial Intelligence

The proposal of the European Artificial Intelligence Act 
defines Artificial Intelligence systems as “ ‘artificial intel-
ligence system’ (AI system) means software that can, 
for a given set of human-defined objectives, gener-
ate outputs such as content, predictions, recommen-
dations, or decisions influencing the environments 
they interact with.” (Council Regulation proposal (EC) 
2021/0106).

Artificial Intelligence technology and interoperability 
are keys to solving the multiple-identity and fraudulent 
identity issues. To clarify, the main trigger for the multi-
ple-identity and fraudulent identity issues is that the in-
formation is stored in the systems and the databases in 
silos, and there is no link between the identity-related 
information stored in the national, European, interna-
tional, and open sources. There is no SSI “Single Search 
Interface” till present, and the investigators and officers 
use separate interfaces for submitting the same que-
ries to national systems, OSINT, and international sys-
tems and databases such as Interpol’s SLTD “Stolen and 
Lost Travel Documents”, EUROPOL, EURODAC, SIS/SISII, 
and VIS. When an officer submits a search with one or 
more identity elements to the different interfaces of 
data sources, the officer’s decision on linking the dif-
ferent encounters of the same identity and discovering 
frauds depends on factors such as biographic informa-
tion, name variation, and facial images.

Named Entity Relationship, or NER, is an artificial intelli-
gence method used for automatic extracting, classify-
ing, and categorising the content of a text. NER should 
be the early step for detectives and investigators when 
investigating a text written in a language they don’t 
understand. NER will help the investigators understand 
and target the information useful for investigations, 
such as names, jobs, and addresses while decreasing 
the focus on the less useful or less relevant information. 
The cases section contains three examples for clarify-
ing the practical usage of NER.

Although the stored fingerprints in the EU informa-
tion systems have good quality, there are challenges 
to detecting similar or different identities. Natural Lan-
guage Processing (NLP) AI algorithms can be used for 
biographic matching across multiple information sys-
tems. These algorithms can be trained to link between 
the different name variations of similar identities. They 
can detect identity fraud when the same person’s fin-
gerprints are enrolled in two systems or more under 

different identities. The paper demonstrates using an 
artificial intelligence algorithm for fuzzy name match-
ing, a specific type of Natural Language Processing.

NLP and Named Entity Recognition (NER) AI methods 
can be combined with domain-specific knowledge to 
solve the issues related to unstructured data, different 
data formats, and data mapping. A good example is 
to search for a license plate number, as each Member 
State has a different structure and format than the oth-
ers, and some Member States may have more than one 
format for license plate numbers. For this example, the 
AI algorithms will be trained to recognise the license 
plate number and country of origin. Using representa-
tive training data to support a Google-like search and 
get the best results is essential. However, the paper 
only presents the pre-trained Artificial Intelligence al-
gorithms.

Using AI for fuzzy name matching for linking the dif-
ferent encounters of similar identities is essential for 
deciding on similarities and differences between iden-
tities triggered by biometric hits such as a fingerprint 
match or a facial recognition match. Within the paper, 
AI algorithms are recommended for extracting identi-
ty-related information, searching, and matching, while 
no algorithms will be introduced for anomaly detec-
tion or predictive analysis.

Moreover, AI algorithms for image recognition and fa-
cial recognition are important for verifying previously 
known identities and searching for unknown identities. 
For example, an investigator could search two sources 
using biographic elements of the identity that resulted 
in retrieving a facial image from each source. The inves-
tigator can use an AI algorithm for facial recognition to 
verify the facial images. Another example is that the 
authorities may not have any information about a sus-
pect except a photograph. The authorities can submit 
the photo to AI algorithms for image recognition and 
facial recognition to gather more information about 
the unknown suspect.

The presented concept is to train officers on obtaining 
the best results from pre-trained commercially availa-
ble AI algorithms, with any possibility of re-training the 
AI algorithms.

AI for Fuzzy Name Matching
Name matching is essential for linking or unlinking 
identities. Yet, understanding names is challenging 
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because the same name is written and pronounced 
differently across different languages, and the name 
may have variations due to regional and cultural ef-
fects. Furthermore, there are no clear rules for defining 
nicknames, and a nickname may sound very far from 
the original name, such as Sasha, a nickname for Alex-
ander. Understanding name variations across different 
languages and using AI algorithms for fuzzy biograph-
ic matching will improve investigation results and solve 
the problems of multiple-identity and frauds.

In the Arabic language, for example, it is easy for Ar-
abic speakers to identify persons of interest with Ara-
bic names. Still, it is challenging for non-Arabic speak-
ers because the Arabic names have a lot of variations 
when translated to other languages. Another chal-
lenge is that many Arabic letters don’t have any pho-
netical equivalent in Latin-based languages (Sawalha 
et al, 2014). The below diagram depicts the complexity 
of name variations of Arabic names.

Figure 1. Complexity of name variations of Arabic names
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The above diagram shows an example for three dif-
ferent names, Amr” 

 

On the Arabic names, can you explain more precisely, what is wrong, or what needs to be 
changed? This would be helpful to inform our layout contractor. Maybe it is an error or 
technical obstacle on their side. 

Best regards 
 
 

Dear Mr. Adam Szajli, 

- Amr” ورمع ”. 

- Amir” ریمأ  ”. 

- Amira” ةریمأ  ”. 

”, Amir” 

 

On the Arabic names, can you explain more precisely, what is wrong, or what needs to be 
changed? This would be helpful to inform our layout contractor. Maybe it is an error or 
technical obstacle on their side. 

Best regards 
 
 

Dear Mr. Adam Szajli, 

- Amr” ورمع ”. 

- Amir” ریمأ  ”. 

- Amira” ةریمأ  ”. 

”, and Amira” 

 

On the Arabic names, can you explain more precisely, what is wrong, or what needs to be 
changed? This would be helpful to inform our layout contractor. Maybe it is an error or 
technical obstacle on their side. 

Best regards 
 
 

Dear Mr. Adam Szajli, 

- Amr” ورمع ”. 

- Amir” ریمأ  ”. 

- Amira” ةریمأ  ”. ”, and a good AI algorithm should be able to dis-
cover all the variations of one name such as Amr and 
Amro are the same name. Amira and Amirah are the 
same names. The three names are written and pro-
nounced in one way only in Arabic, and Arabic speak-
ers easily distinguish them. However, considering the 
spoken languages of the European officers, It is diffi-
cult for non-Arabic speakers to discover the variations 
and differentiate between the three names because 

the names contain letters that don’t have phoneti-
cal equivalents in Latin-based languages. Each name 
could be written and pronounced in several ways 
when translated to other languages. For example, the 
first sound and letter of the name Amr” 

 

On the Arabic names, can you explain more precisely, what is wrong, or what needs to be 
changed? This would be helpful to inform our layout contractor. Maybe it is an error or 
technical obstacle on their side. 

Best regards 
 
 

Dear Mr. Adam Szajli, 

- Amr” ورمع ”. 

- Amir” ریمأ  ”. 

- Amira” ةریمأ  ”. 

” doesn’t 
exist in English, French, Spanish, Russian, German, 
Dutch, Italian, or Greek languages, and the letter “A” 
is an inaccurate compensation for the letter “ع”, and 
it is not literal and not correct phonetically. The below 
table depicts the special phonetics of Arabic letters.
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Figure 2. Source: QURANIC WORDS STEMMING (Yusof et al, 2010).

Advanced Artificial Intelligence could help non-Arabic 
speakers identify and verify name variations for decid-
ing on multiple-identities and frauds. The below table 
depicts the matching results obtained from a commer-

cial fuzzy name matching AI algorithm for detecting 
the variations of the Arabic names.
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Table 1. Fuzzy name matching AI algorithm

Name 1 Name2 Same 
Name

Gender AI Score

Amr ورمع Yes Same 99.0%

Amr ریمأ No Same 72.7%

Amr ةریمأ No Different 28.4%

Amr Amira No Different 37.4%

Amr Amir No Same 85.5%

Amir ورمع No Same 72.7%

Amir ریمأ Yes Same 99.0%

Amir ةریمأ No Different 80.9%

Amir Amira No Different 51.2%

Amira ورمع No Different 60.9%

Amira ریمأ No Different 80.3%

Amira ةریمأ Yes Same 98.2%

Wrong Match

Wrong Match

The above results obtained by the AI algorithms for the 
three names help determine the similarities and differ-
ences between the variations of Arabic names. Howev-
er, Artificial Intelligence is not an absolute source 
of truth, and the existing AI algorithms for fuzzy name 
matching have issues matching Arabic names with 
their Latin variations. They are not fully matured and 
not well-trained, and they might wrongly create a high 
confidence score when matching two different Arabic 
names. For example, the names Amr in Latin letters 
and Amir” 

 

On the Arabic names, can you explain more precisely, what is wrong, or what needs to be 
changed? This would be helpful to inform our layout contractor. Maybe it is an error or 
technical obstacle on their side. 

Best regards 
 
 

Dear Mr. Adam Szajli, 

- Amr” ورمع ”. 

- Amir” ریمأ  ”. 

- Amira” ةریمأ  ”. 

” in Arabic letters in the second row 
are two different male names, but the similarity score is 
higher than 70% which is not correct. The same applies 
to the names Amir and Amr” 

 

On the Arabic names, can you explain more precisely, what is wrong, or what needs to be 
changed? This would be helpful to inform our layout contractor. Maybe it is an error or 
technical obstacle on their side. 

Best regards 
 
 

Dear Mr. Adam Szajli, 

- Amr” ورمع ”. 

- Amir” ریمأ  ”. 

- Amira” ةریمأ  ”. 

” in the sixth row. 
In the fifth row, the names Amr and Amir are wrong-
ly matched with 85.5% because the number of letters 
is small, and the phonetical difference is minor when 
pronounced with a Latin-Based language; neverthe-
less, the two names are very different phonetically 
when written and pronounced in Arabic. Finally, the 
names Amir” 

 

On the Arabic names, can you explain more precisely, what is wrong, or what needs to be 
changed? This would be helpful to inform our layout contractor. Maybe it is an error or 
technical obstacle on their side. 

Best regards 
 
 

Dear Mr. Adam Szajli, 

- Amr” ورمع ”. 

- Amir” ریمأ  ”. 

- Amira” ةریمأ  ”. 

” and Amira” 

 

On the Arabic names, can you explain more precisely, what is wrong, or what needs to be 
changed? This would be helpful to inform our layout contractor. Maybe it is an error or 
technical obstacle on their side. 

Best regards 
 
 

Dear Mr. Adam Szajli, 

- Amr” ورمع ”. 

- Amir” ریمأ  ”. 

- Amira” ةریمأ  ”. ” in the eighth 
and eleventh rows are matched with a score over 80%, 
although the genders are different because Amir is 
a male and Amira is a female. The AI algorithm should 
consider the genders while matching names, espe-
cially since the genders already exist in its knowledge 
base.

AI for Image Recognition vs Facial Recognition
Both Image Recognition and Facial Recognition tech-
nologies are based on analysing images. Still, the ma-
jor difference is that image recognition analyses the 
whole image for detecting any type of object, such 
as bags, cars, glasses, clothes, humans, etc. In contrast, 
facial recognition technology focuses on detecting 
and analysing human faces. Facial recognition is the 
most understandable concept in biometric matching 
because people use it naturally to identify each other 
daily and without the need for computers. Moreover, 
facial recognition technology doesn’t require special 
sensors. A facial image could be captured from simple 
types of sensors such as a webcam rather than finger-
print and iris recognition technologies that require 
specific and dedicated sensors such as fingerprint and 
iris scanners. Furthermore, it is easy to obtain facial im-
ages from various national, regional, and international 
data sources available for law enforcement agencies. 
The availability of facial images from the internet and 
open source increased after the massive use of social 
media without good protection of the privacy of per-
sonal information.

Understanding the mechanisms, accuracy, and demo-
graphics of image and facial recognition is important 
for recognising their differences. It is also important to 
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provide high-quality training for law enforcement of-
ficers to qualify them for using those AI algorithms to 
reveal the identities of suspects and victims. The below 

table shows a comparison between image recognition 
and facial recognition.

Table 2. Comparison between Image Recognition and Facial Recognition

Comparison Image Recognition Facial Recognition

Mechanism Analyze full image Analyze Faces

Limitations Image-Related Facial-Related

Accuracy Low High

Image Popularity Important Not Important

Background & Colors Important Not Important

Ethnicity Bias No Yes

The image recognition algorithms analyse the full 
image to classify the type of the image or object and 
search for similar images, while the first step of a facial 
recognition algorithm is to detect the existence of 
a human face inside the image and search for similar 
faces. The limitations of image recognition tools are 
related to the whole image of the submitted photo 
or the photo in the reference database. Nevertheless, 
the limitations of the facial recognition tools are re-
lated to the detected faces only. The accuracy of the 
image recognition algorithms is lower than the facial 
recognition algorithms when searching for human 
faces. The popularity of the equivalent images on the 
web is important when using image recognition to 
search for similar images. In contrast, the popularity 
of the equivalent images is not important when using 
a facial recognition tool because it searches for simi-
lar facial images, even if they are in different photos. 
Similarly, the backgrounds and colours are important 
to find equivalent images when using image recogni-
tion, while backgrounds and colours don’t affect the 
facial recognition results. Finally, the AI algorithms for 
image recognition are not affected by ethnicity bias. 
In contrast, the AI algorithms for facial recognition are 
prone to ethnicity bias, especially if they were trained 
with a non-representative dataset.

Image Recognition

Artificial Intelligence algorithms for image recognition 
are used to search for generic and different types of 

objects. Many image recognition AI algorithms and 
tools are available publicly and for free, such as Google, 
Bing, and Yandex. Users can submit an image to search 
for exactly similar images on the public internet. The 
detectives and investigators can use such AI algo-
rithms to search and find persons of interest. However, 
the detectives and investigators should understand 
the mechanisms, limitations, and factors mentioned 
in the above table. They should receive high-quality 
training programs to achieve good results for deciding 
on multiple and fraudulent identities.
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Facial Recognition

Over the last five years, AI has caused a leap in facial 
recognition technology and is the technology’s rea-
son for increasingly accurate results. Nevertheless, 
new challenges have occurred due to using non-rep-
resentative data to train the AI algorithms, leading to 
wrong matches or mismatches. AI algorithms for facial 
recognition should be trained with representative data 
that is agnostic of nationality, skin tone, and ethnicity 
to achieve the target of linking similar identities across 
the different lists of candidates. The followed approach 
within the paper is to consider the pre-trained AI algo-

rithms so that the results could be biased. Finally, the 
AI technology for facial recognition still has technology 
limitations related to the quality of the submitted im-
ages, the stored reference images, and the matching 
mechanisms. The users should understand the ICAO 
guidelines for high-quality passport photos (Poon, 
2008) and the limitations and effects on matching re-
sults related to the distance between eyes, resolution, 
pose angles, facial expressions, natural skin tone, light 
exposure, brightness, contrast, and backgrounds. The 
below images clarify the ICAO guidelines.

Figure 3. ICAO guidelines for high-quality passport photos

The users of the facial recognition AI algorithms should 
be aware of the facial recognition techniques and 
the technology limitations and should be trained to 
achieve the best results from the pre-trained AI algo-
rithms. Furthermore, the users should understand the 
accuracy levels of the algorithms, the bias of training 

data, AI mechanisms and demographics, and decide 
on the correct algorithms that fit the submitted imag-
es. The below table shows a comparison between the 
results of evaluating four commercial AI algorithms for 
Facial OSINT.
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Table 3. Comparing Four Commercial AI Algorithms for Facial OSINT

Facial OSINT American Chinese Polish Eastern Country

Geographic Area Americas China Europe Eastern Europe

Identify Sunglasses Yes No No No

Identify Children Yes No No No

Ethnicity Bias White, African, Hispanic Asian European European

Websites Coverage Criminal Records Asia Wide No

Social Media Facebook, Instagram, YouTube No No VK, Tik Tok, Clubhouse

Facial recognition was limited to a closed set of inter-
nal databases for a few law enforcement agencies, but 
advanced AI tools were recently developed for Facial 
OSINT. Facial OSINT means submitting a facial image 
to search the public internet and revealing the identity 
of the target person through the data available from 
open sources such as web pages, blogs, and social 
media profiles. The table above compares four AI al-
gorithms for facial OSINT from the USA, China, Poland, 
and an Eastern country. To obtain high-quality results, 
the detectives and investigators should understand 
each algorithm’s demographics and geographic area. 
For example, each algorithm has better coverage of 
the area where it was developed, so the Chinese algo-
rithm will not return any results if the investigator used 
the Chinese algorithm for querying a facial image of 
a person living in the US and vice versa for the Amer-
ican algorithm. Also, the investigator needs to under-
stand which algorithm returns the best results if the 
person in the facial image is wearing dark sunglasses. 
Only the American algorithm returns good results for 
people wearing sunglasses, while the other three will 
either return irrelevant results or no results. For the sen-
sitive cases of child abuse and trafficking in children, it 
is highly important to find an algorithm that can identi-
fy children across the web with high accuracy, and only 
the American algorithm can do that. Ethnicity bias is an 
important factor for getting good results for combat-
ting terrorism and serious crime, and, unfortunately, all 
four algorithms have ethnicity bias. For example, the 
Chinese algorithm will provide inaccurate results if the 
ethnicity of the submitted facial image is White, Afri-
can, or Hispanic. The Polish algorithm has the widest 
website coverage. In contrast, the American covers 
websites with criminal records only, the Chinese match 
results from websites hosted in Asia, and the Eastern 

algorithm doesn’t cover any website except specific 
social media. Finally, and regarding social media cov-
erage, the American covers Facebook, Instagram, You-
Tube, and Couchsurfing, the Chinese and Polish don’t 
cover any social media, and the Eastern covers VK, Tik 
Tok, and Clubhouse.

European UMF Standard (P‑O‑L‑I‑C‑E)

Clause 51 of regulations (EU) 2019/817 and 2019/818 
for interoperability clearly states that: [The implemen-
tation of the UMF standard may be considered in VIS, 
SIS and in any other existing or new cross-border in-
formation exchange models and information systems 
in the area of Justice and Home Affairs developed by 
Member States.]. The UMF standard is well structured 
and was developed for exchanging information be-
tween law enforcement agencies. Complying with that 
standard format will help solve the challenges of mul-
tiple-identities, fraudulent identities, and cross-border 
investigations. The below image depicts the P-O-L-
I-C-E “Person-Organisation-Location-Item-Connec-
tion-Event” format of the UMF structure.

P: Person 
O: Organisation 
L: Location
I: Item
C: Connection

E: Event
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UMF and POLE Pyramid
UMF (Council Regulation proposal (EC) 2018) is key to 
achieving EU Interoperability and solving the multi-
ple-identity and fraud issues, especially for informa-
tion concerning crimes and persons of interest; twelve 
countries have already introduced UMF for use by 
law enforcement authorities in Europe and beyond. 
At the same time, Police forces have long used Per-
sons, Objects, Locations, and Events (POLE) to classify 
crimes. Similarly, UMF uses Person, Item (Object), Loca-
tion, Event (Offence), and a fifth attribute: Biometric 
Data.

For example, consider a murder incident where an un-
known person was the victim of a shooting. Witness-
es later described the suspect as a middle-aged white 
male with blue eyes and red hair, wearing glasses, a red 
shirt, and blue trousers. Using POLE, the description is 

Person: victim; murderer (40-50, male, caucasian, blue 
eyes, red hair, glasses). Object (Item): gun; red shirt; blue 
trousers. Location: stadium. Event (Offence): murder.

With an eye to the future, UMF can represent the data 
obtained from surveillance systems. So in the above 
example, face recognition systems will find facial meta-
data such as age, gender, glasses, and other physical 
characteristics. Likewise, video analytics can add more 
metadata, and it can automatically identify items such 
as a shirt, trousers, and colours. The POLE data model 
makes it possible to search and correlate this metadata.

The below figures depict the structure of the UMF 
standard and the equivalent POLE Pyramid that rep-
resents a Person-Centric approach to achieving inter-
operability.

Figure 4. UMF Structure

Figure 5. POLE Pyramid
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The UMF standard is a Person-Centric representation 
for criminal investigations. Person-Centric means that 
all the elements, classes, subclasses, properties, ob-
jects, and instances are centred on a person, and re-
vealing a person’s identity, such as a suspect, target, 
or victim, is the optimum target of investigators. The 
Person-Centric structure is well-understood by law 
enforcement and border security officers. It can be 
used for searching or querying databases or exchang-
ing criminal-related information among competent 
authorities. That structure helps the operational and 
field officers focus on the functional aspects they un-

derstand by heart while avoiding being involved and 
overwhelmed with learning about the complexity of 
the technical aspects. For example, biometric-based 
structures, such as the NIST format for fingerprints, fa-
cial images, and iris, focus on data representation and 
modelling technicalities. They don’t highlight the full 
characteristics of a person. Furthermore, fingerprint 
and facial NIST formats are only interoperable on the 
biometric level but not on the higher identity levels. 
The below image depicts the Person-Centric approach 
of the UMF standard, where all the items and elements,

Figure 6. UMF Items

such as “Person Description”, “Person Identity”, Offence, 
Event, Organisation, Document, Motor Vehicle, Means 
of Communication, Firearm, Route, Area, and Place, are 
connected to a “Person”.

HORUS Method ‑ UMF Bidirectional Data Mapping
Data mapping and interoperability between the new-
ly established and legacy systems will be required to 

correctly identify the different encounters of the same 
passenger across the different watchlists and infor-
mation systems. The UMF standard can be used for 
bidirectional API and PNR data mapping with the EES, 
ETIAS, SIS, and VIS. The UMF “Person Identity” contains 
the “Person Core Name” to map the passenger’s given 
name, family name, and other names. The value (Yes 
or No) of the “Primary ID” determines whether the 
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identity data belongs to the main passenger or the 
emergency contact. The address structure of the UMF 
contains “Location” and “Place” to map the passenger’s 
contact address, billing address, mailing address, home 
address, and intended address. The UMF will map the 
email address and telephone details to the “Means of 
Communication” (MoC) item and specify the MoC type 
and identifier. The “ID Document” item of the UMF 
will map the travel document information. The UMF 
“Means of Transportation” (MoT) contains the License 

Plate Number, VIN, Make, Model, Vehicle Type, and 
Color to map the vehicle information. Finally, the UMF 
will map the fingerprints to the “Dactyloscopic Data” 
and the facial image to the “Face Recognition Data” of 
the “Biometric Data” item.

The table below depicts using the UMF to map the 
biographic and biometric data of the passengers with 
the central EU information systems.

Table 4. UMF Mapping of Air and Sea Passenger Information

Person‑Centric OSINT

AI and UMF for enhanced interoperability will be the 
bridge between Cybersecurity and Biometric Tech-
nology. To clarify, linking similar identities from OSINT 
and the EU information systems can be achieved using 
a hybrid solution of Knowledge-Based Domain-Spe-
cific AI for UMF, NLP and NER for advanced matching 
identities and AI for facial recognition. All can be done 

within the legal framework and by considering the reg-
ulations for protecting personal data like the GDPR.

Person‑Centric Approach
Person-Centric OSINT constructs the lost bridge be-
tween OSINT and biometrics, especially facial recogni-
tion. The Person-Centric OSINT approach uses open-
source data to investigate cases and assemble their 
identity footprints to reveal their identities on the inter-
net. The searches will be limited to a biometric search 
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using a facial image and a biographic search using 
first name & family name, email address, or telephone 
number. The cases can be categorised into three 
groups; the first group of cases is fully identified where 
the facial image and the identity-related biographic 
data are known to the investigator, the second group 
of cases is partially identified where the identity-relat-
ed biographic data is known. Finally, the facial image is 
unknown to the investigator, and only the facial image 
is known for the last group of cases.

Searches will always have a single starting point in the 
Person-Centric approach, either to start with a facial 
search or a biographic search. The elements of the 
results will be submitted for successive iterations of 
searches until the identity is revealed or more infor-
mation is gained. For example, the OSINT search could 

start by submitting a facial image for search using AI 
tools for image recognition or facial recognition. The 
result could be a name submitted for the second it-
eration of the biographic search to reveal an email. 
The email can be submitted for the third iteration of 
a biographic search to reveal a telephone number and 
so on. Another example, the Person-Centric iterations 
could start with a biographic search using the first 
name and family name. The result could be a facial im-
age that could be used for the second iteration of a fa-
cial search or an email that could be used for the sec-
ond iteration of a biographic search. The third iteration 
could fluctuate between a facial or biographic search, 
based on the obtained results, and so on. The below 
image depicts the mind map for the recommended 
iterated Person-Centric OSINT searches.

Figure 7. Mind map for the iterated Person-Centric OSINT searches

Rule‑Based Decision Making
The final decision on confirming or rejecting the link 
between two identities is a human-based decision for 
that paper. The results are evaluated through a Mul-
ti-Attribute Rule-Based decision-making approach 
(Bohanec, M. and Rajkovic, V., 1999). The investigator 
can use that approach to identify and decide the sim-
ilarities and differences between identities. The scale 
and weight of the rules are subject to change based 

on continuous studying and evaluating results. The be-
low table depicts a weighted evaluation using a Rule-
Based decision-making method for comparing the re-
sults of two identities.
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Table 5. Multi-Attribute Rule-Based decision-making

Facial Match Email Telephone Number Name Decision

Different Persons Different Emails Different Numbers Different Name Different Persons

Different Persons Different Emails Different Numbers Nickname or Variant Different Persons

Different Persons Different Emails Different Numbers Exact Name Different Persons

Different Persons Different Emails Same Number Different Name Investigate more

Different Persons Different Emails Same Number Nickname or Variant Investigate more

Different Persons Different Emails Same Number Exact Name Investigate more

Different Persons Same Email Different Numbers Different Name Investigate more

Different Persons Same Email Different Numbers Nickname or Variant Investigate more

Different Persons Same Email Different Numbers Exact Name Investigate more

Different Persons Same Email Same Number Different Name Same Person

Different Persons Same Email Same Number Nickname or Variant Same Person

Different Persons Same Email Same Number Exact Name Same Person

Same Person Different Emails Different Numbers Different Name Investigate more

Same Person Different Emails Different Numbers Nickname or Variant Same Person

Same Person Different Emails Different Numbers Exact Name Same Person

Same Person Different Emails Same Number Different Name Same Person

Same Person Different Emails Same Number Nickname or Variant Same Person

Same Person Different Emails Same Number Exact Name Same Person

Same Person Same Email Different Numbers Different Name Same Person

Same Person Same Email Different Numbers Nickname or Variant Same Person

Same Person Same Email Different Numbers Exact Name Same Person

Same Person Same Email Same Number Different Name Same Person

Same Person Same Email Same Number Nickname or Variant Same Person

Same Person Same Email Same Number Exact Name Same Person

• Red is a low possibility.

• Black is a medium possibility.

• Green is a high possibility.

Conclusion

The major investigation challenges are summarised as 
multiple-identity, fraudulent actions, lack of interoper-
ability and absence of an effective technical solution 
for exchanging Cross-Border information, and com-
plexity of OSINT investigations.

The recent global threats such as the increase of ille-
gal immigration, the high risks of terrorism and serious 
crime, the COVID-19 pandemic, and the war between 
Russia and Ukraine created the essential need for ex-
changing Cross-Border information for preventing, de-
tecting, and investigating terrorism and serious crime 
across Europe and the neighbouring countries.

Providing high-quality training for law enforcement of-
ficers is an essential step for solving the investigation 
challenges. Importantly, the training programs should 
contain Artificial Intelligence mechanisms, limitations, and 
demographics, and it is recommended to cover the pro-
posed Person-Centric OSINT approach.

Moreover, the training programs for each EU and non-
EU Member State are recommended to include the 
following: Training for compliance with the EU inter-
operability regulations and standards and the new 
EU systems such as the EES, ETIAS, and ESP, Providing 
support for purchasing and implementing Artificial 
Intelligence, interoperability, and SSI “Single Search In-
terface”, Capacity building for the border security and 
law enforcement agencies’ technical, functional, and 
operational officers, and Training on facial recognition, 
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facial OSINT, and Person-Centric OSINT for cross-border 
investigations.

Finally, the training tools should include mock trials 
and criminal case simulation, and the training sylla-

buses should cover using modern technologies and 
digital skills for solving the challenges of multiple-iden-
tity, fraud, and cross-border investigation. The below 
image depicts the recommendations.

Figure 8. Recommendations for Member States

Training for Compliance

With EU 
interoperability 
standards and 
EES, ETIAS, & ESP

Support for Purchasing and Implementing 

AI, 
Interoperability, &                    
SSI "Single Search 
Interface"

Capacity Building 

For Technical, 
Functional, & 
Operational 
Officers

Training on

Facial 
Recognition and 
Person-Centric 
OSINT for Cross-
Border 
Investigations
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